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ABSTRACT 

Execution traces, which are used to study and analyze program behavior, are often so large that 

they need to be stored in compressed form. This paper describes the design and implementation 

of four value prediction based compression (VPC) algorithms for traces that record the PC as 

well as other information about executed instructions. VPC1 directly compresses traces using 

value predictors, VPC2 adds a second compression stage, and VPC3 utilizes value predictors to 

convert traces into streams that can be compressed better and more quickly than the original 

traces. VPC4 introduces further algorithmic enhancements and is automatically synthesized. Of 

the 55 SPECcpu2000 traces we evaluate, VPC4 compresses 36 better, decompresses 26 faster 

and compresses 53 faster than BZIP2, MACHE, PDATS II, SBC and SEQUITUR. It delivers the 

highest geometric-mean compression rate, decompression speed and compression speed because 

of the predictors’ simplicity and their ability to exploit local value locality. Most other compres-

sion algorithms can only exploit global value locality. 
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1. INTRODUCTION 

Execution traces are widely used in industry and academia to study the behavior of programs and 

processors. The problem is that traces from interesting applications tend to be very large. For ex-

ample, collecting just one byte of information per executed instruction generates on the order of 

a gigabyte of data per second of CPU time on a high-end microprocessor. Moreover, traces from 
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many different programs are typically collected to capture a wide variety of workloads. Storing 

the resulting multi-gigabyte traces can be a challenge, even on today’s large hard disks. 

One solution is to regenerate the traces every time they are needed instead of saving them. For 

example, tools like ATOM [11], [44] can create instrumented binaries that produce a trace every 

time they are executed. However, execution-driven approaches are ISA specific and thus hard to 

port, produce non-repeatable results for nondeterministic programs, and are undesirable in situa-

tions where trace regeneration is impossible, too expensive, or too slow. 

An alternative solution is to generate the traces once and to store them (in compressed form). 

The disadvantage of this approach is that it requires disk space and that the traces must be de-

compressed before they can be used. The VPC trace compression algorithms presented in this 

paper aim at minimizing these downsides. 

To be useful, a trace compressor has to provide several benefits in addition to a good com-

pression rate and a fast decompression speed. For example, a fast compression speed may also be 

desirable. Moreover, lossless compression is almost always required so that the original trace can 

be reconstructed precisely. A constant memory footprint guarantees that a system can handle 

even the largest and most complicated traces. Finally, a single-pass algorithm is necessary to en-

sure that the large uncompressed trace never has to exist in its entirety because it can be com-

pressed as it is generated and decompressed as simulators or other tools consume it. VPC3 [4] 

and VPC4 [6], our most advanced algorithms, possess all these qualities. 

Many trace-compression algorithms have been proposed [2], [4], [10], [15], [16], [23], [24], 

[25], [28], [29], [32], [33], [38], [41], [48]. Most of them do an excellent job at compressing pro-

gram traces that record the PCs of executed instructions (PC traces) or the addresses of memory 

accesses (address traces). However, extended traces that contain PCs plus additional information 

such as the content of registers, values on a bus, or even filtered address sequences are harder to 

compress because such data repeat less, exhibit fewer patterns, or span larger ranges than the en-

tries in PC and address traces. Yet, such traces are gaining importance as more and more re-

searchers investigate the dynamic activities in computer systems. We designed the VPC algo-

rithms [4], [5], [6] especially for extended traces. 

A comparison with SEQUITUR [29] and SBC [33], two of the best trace-compression algo-

rithms in the current literature, on the three types of traces we generated from the SPECcpu2000 

programs yielded the following results. On average (geometric mean), VPC4 outperforms SBC 
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by 79% in compression rate, 1133% in compression time, and 25% in decompression time on PC 

plus store-address traces and by 88% in compression rate, 850% in compression time, and 27% 

in decompression time on PC plus load-value traces. It outperforms SEQUITUR on average by 

1356% in compression rate, 668% in compression time, and 36% in decompression time on the 

PC plus store-address traces and by 105% in compression rate, 535% in compression time, and 

6% in decompression time on the PC plus load-value traces. Section 6 presents more results. 

The VPC algorithms all have a set of value predictors at their core. Value predictors identify 

patterns in value sequences and extrapolate those patterns to forecast the likely next value. In re-

cent years, hardware-based value predictors have been researched extensively to predict the con-

tent of CPU registers [7], [8], [13], [14], [31], [40], [43], [45], [47]. Since these predictors are 

designed to make billions of predictions per second, they use simple and fast algorithms. More-

over, they are good at predicting the kind of values typically found in program traces such as 

jump targets, effective addresses, etc., because such values are stored in registers. These features 

make value predictors great candidates for our purposes. In fact, since we are implementing the 

predictors in software, we can use more predictors and larger tables than are feasible in a hard-

ware implementation, resulting in even more accurate predictions. 

The following simple example illustrates how value predictors can be used to compress 

traces. Let us assume that we have a set of predictors and that our trace contains eight-byte en-

tries. During compression, the current trace entry is compared with the predicted values. If at 

least one of the predictions is correct, we write only the identification code of one of the correct 

predictors to the output, encoded in a one-byte value. If none of the predictions are right, we emit 

a one-byte flag followed by the unpredictable eight-byte trace entry. Then the predictors are up-

dated and the procedure repeats until all trace entries have been processed. Note that the output 

of this algorithm should be further compressed, e.g., with a general-purpose compressor. 

Decompression proceeds analogously. First, one byte is read from the compressed input. If it 

contains the flag, the next eight bytes are read to obtain the unpredictable trace entry. If, on the 

other hand, the byte contains a predictor identification code, the value from that predictor is used. 

Then the predictors are updated to ensure that their state is consistent with the corresponding 

state during compression. This process iterates until the entire trace has been reconstructed. 

VPC1 essentially embodies the above algorithm. It uses 37 value predictors, compresses the 

predictor identification codes with a dynamic Huffman encoder, and employs a form of differen-
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tial encoding to compress the unpredictable trace entries [5]. VPC1 delivers good compression 

rates on hard-to-compress extended traces but is not competitive on other kinds of traces. 

As it turns out, VPC1’s output itself is quite compressible. Thus, VPC2 improves upon VPC1 

by adding an additional compression stage [5]. It delivers good compression rates on hard-to-

compress as well as simple extended traces. Unfortunately, VPC2’s decompression speed is al-

most four times slower than that of other algorithms. 

VPC3 capitalizes on the fact that extended traces are more compressible after processing them 

with value predictors. Hence, we changed the purpose of the value predictors from compressing 

the traces to converting them into streams that a general-purpose compressor can quickly com-

press well [4]. Using the value predictors in this manner is more fruitful than using them for the 

actual compression, as the compression rates and speeds in Section 6 show. 

VPC4 adds several algorithmic enhancements to make it faster and to improve the compres-

sion rate. Moreover, it is not handcrafted like its predecessors. Instead, it is synthesized out of a 

simple description of the trace format and the predictors to be used [6]. 

Most data compressors comprise two general components, one to recognize patterns and the 

other to encode a representation of these patterns into a small number of bits. The VPC algo-

rithms fit this standard compression paradigm, where the value predictors represent the first 

component and the general-purpose compressor represents the second. The innovation is the use 

of value predictors as pattern recognizers, which results in a powerful trace compressor for the 

following reason. Extended traces consist of records with a PC field and at least one extended 

data (ED) field. The value predictors separate the data component of extended traces into mini-

streams, one for each distinct PC (modulo the predictor size). In other words, the prediction of 

the next ED entry is not based on the immediately preceding n trace entries but on the preceding 

n entries with the same PC. This allows VPC to correlate data from one instruction with data that 

that same instruction produced rather than with data from ‘nearby’ but otherwise unrelated in-

structions. As a result, the mini-streams exhibit more value locality than the original trace in 

which the data are interleaved in complicated ways. The VPC algorithms are thus able to detect 

and exploit patterns that other compressors cannot, which explains VPC’s performance advan-

tage on extended traces. Note that the value predictors are essential because they can easily han-

dle tens of thousands of parallel mini-streams. While other algorithms could also split the traces 

into mini-streams, it would be impractical, for example, to simultaneously run ten thousand in-
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stances of BZIP2 or to concurrently generate ten thousand grammars in SEQUITUR. Neverthe-

less, Zhang and Gupta have been able to improve the compression rate of SEQUITUR by taking 

a step in this direction. They generate a subtrace for each function and then compress the sub-

traces individually [49]. 

The C source code of VPC3 is available on-line at http://www.csl.cornell.edu/~burtscher/-

research/tracecompression/. A sample test trace and a brief description of the algorithm are also 

included. TCgen, the tool that generated VPC4, is available at http://www.csl.cornell.edu/-

~burtscher/research/TCgen/. The code has been successfully tested on 32- and 64-bit UNIX and 

Linux systems using cc and gcc as well as on Windows under cygwin [19]. 

The remainder of this paper is organized as follows. Section 2 summarizes related work. Sec-

tion 3 introduces our trace format and the value predictors VPC uses. Section 4 describes the 

four VPC algorithms in detail. Section 5 presents the evaluation methods. Section 6 explains the 

results, and Section 7 concludes the paper. 

 

2. RELATED WORK 

A large number of compression algorithms exists. Due to space limitations, we mainly discuss 

lossless algorithms that have been specifically designed to compress traces. The algorithms we 

evaluate in the result section are described in Section 2.2. 

VPC shares many ideas with the related work described in this section. For example, it ex-

ploits sequentiality and spatiality, predicts values, separates streams, matches previously seen 

sequences, converts absolute values into offsets, and includes a second compression stage. 

 

2.1 Compression Approaches 

Larus proposed Abstract Execution (AE) [28], a system designed mainly for collecting traces of 

memory addresses and data. AE starts by instrumenting the program to be traced. However, in-

stead of instrumenting it to collect a full trace, it only collects significant events (SE). AE then 

generates and compiles a program that creates the complete trace out of the SE data. Normally, 

the SE trace size is much smaller than the size of the full trace, and the cost of running the pro-

gram to collect the SEs is much lower than the cost of running the program to collect the com-

plete trace. The AE system is language and platform specific. 

PDATS [24] compresses address traces in which a reference type (data read, data write, or in-
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struction fetch) distinguishes each entry. It converts the absolute addresses into offsets, which are 

the differences between successive references of the same type, and uses the minimum number 

of bytes necessary to express each offset. Each entry in the resulting PDATS file consists of a 

header byte followed by a variable-length offset. The header byte includes the reference type, the 

number of bytes in the offset, and a repeat count. The repeat count is used to encode multiple 

successive references of the same type and offset. The result is fed into a second compressor. 

Pleszkun designed a two-pass algorithm to compress traces of instruction and data addresses 

[38]. The first pass partially compresses the trace, generates a collection of data structures, and 

records the dynamic control flow of the original program. During the second pass, this informa-

tion is used to encode the dynamic basic block successors and the data offsets using a compact 

representation. At the end, the output is passed through a general-purpose compressor. 

To handle access pattern irregularities in address traces due to, for example, operating system 

calls or context switches, Hammami [15] proposes to first group the addresses in a trace into 

clusters using machine-learning techniques. Then the ‘mean’ of each cluster is computed. This 

mean forms the base address for that cluster. Finally, the addresses within each cluster are en-

coded as offsets to the corresponding base address. This approach can be used, for instance, on 

top of PDATS but increases the number of passes over the trace. 

Address Trace Compression through Loop Detection and Reduction [10] is a multi-pass algo-

rithm that is geared towards address traces of load/store instructions. This compression scheme is 

divided into three phases. In the first phase, control-flow analysis techniques are used to identify 

loops in the trace. In the second phase, the address references within the identified loops are 

grouped into three types: (1) constant references, which do not change from one iteration to the 

next, (2) loop varying references, which change by a constant offset between consecutive itera-

tions, and (3) chaotic references, which do not follow any discernible patterns. In the last phase, 

the first two types of address references are encoded while the third type is left unchanged. 

Johnson et al. introduce the PDI technique [25], which is an extension of PDATS for com-

pressing traces that contain instruction words in addition to addresses. In PDI, addresses are 

compressed using the PDATS algorithm, while the instruction words are compressed using a dic-

tionary-based approach. The PDI file contains a dictionary of the 256 most common instruction 

words found in the trace, which is followed by variable length records that encode the trace en-

tries. Identifying the most frequent instruction words requires a separate pass over the trace. PDI 
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employs a general-purpose compressor to boost the compression rate. 

Ahola proposes RECET [1], a hardware and software platform to capture and process address 

traces and to perform cache simulations in real-time. RECET first sends the traces through a 

small cache to filter out hits, stores the remaining data in the MACHE format and further com-

presses them with the Lempel-Ziv method [50]. The resulting traces can be used to simulate 

caches with line sizes and associativities that are equal to or larger than that of the filter cache. 

Hamou-Lhadj and Lethbridge [16] use common subexpression elimination to compress pro-

cedure-call traces. The traces are represented as trees, and subtrees that occur repeatedly are 

eliminated by noting the number of times each subtree appears in the place of the first occur-

rence. A directed acyclic graph is used to represent the order in which the calls occur. This 

method requires a preprocessing pass to remove simple loops and calls generated by recursive 

functions. One benefit of this type of compression is that it can highlight important information 

contained in the trace, thus making it easier to analyze. 

STEP [2] provides a standard method of encoding general trace data to reduce the need for 

developers to construct specialized systems. STEP uses a definition language designed specifi-

cally to reuse records and feed definition objects to its adaptive encoding process, which em-

ploys several strategies to increase the compressibility of the traces. The traces are then com-

pressed using a general-purpose compressor. STEP is targeted towards application and compiler 

developers and focuses on Java programs running on JVMs. 

The Locality-Based Trace Compression algorithm [32] was designed to exploit the spatial and 

temporal locality in (physical) address traces. It is similar to PDATS except it stores all attributes 

that accompany each memory reference (e.g., the instruction word or the virtual address) in a 

cache that is indexed by the address. When the attributes in the selected cache entry match, a hit 

bit is recorded in the compressed trace. In case of a cache miss, the attributes are written to the 

compressed trace. This caching captures the temporal locality of the memory references. 

Several papers point out or exploit the close relationship between prediction and compression. 

For example, Chen et al. [9] argue that a two-level branch predictor is an approximation of the 

optimal PPM predictor and hypothesize that data compression provides an upper limit on the per-

formance of correlated branch prediction. While we use prediction techniques to improve com-

pression, Federovsky et al. [12] use compression methods to improve (branch) prediction. 
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2.2 Compression Algorithms 

This subsection describes the compression schemes with which we compare our approach in 

Section 6. BZIP2 is a lossless, general-purpose algorithm that can be used to compress any kind 

of file. The remaining algorithms are special-purpose trace compressors that we modified to in-

clude efficient block I/O operations and to include a second compression stage to improve the 

compression rate. They are all single-pass, lossless compression schemes that ‘know’ about the 

PC and extended data fields in our traces. However, none of these algorithms separate the ex-

tended data into mini-streams like VPC does. 

BZIP2 [18] is quickly gaining popularity in the UNIX world. It is a general-purpose compres-

sor that operates at byte granularity. It implements a variant of the block-sorting algorithm de-

scribed by Burrows and Wheeler [3]. BZIP2 applies a reversible transformation to a block of in-

puts, uses sorting to group bytes with similar contexts together, and then compresses them with a 

Huffman coder. The block size is adjustable. We use the ‘--best’ option throughout in this paper. 

According to ps, BZIP2 requires about 10MB of memory to compress and decompress our 

traces. We evaluate BZIP2 version 1.0.2 as a standalone compressor and as the second stage 

compressor for all the other algorithms. 

MACHE [41] was primarily designed to compress address traces. It distinguishes between 

three types of addresses, namely instruction fetches, memory reads, and memory writes. A label 

precedes each address in the trace to indicate its type. After reading in a label and address pair, 

MACHE compares the address with the current base. There is one base for each possible label. If 

the difference between the address and the base can be expressed in a single byte, the difference 

is emitted directly. If the difference is too large, the full address is emitted, and this address be-

comes the new base for the current label. This algorithm repeats until the entire trace has been 

processed. 

Our trace format is different from the standard MACHE format. It consists of pairs of 32-bit 

PC and 64-bit data entries. Since PC and data entries alternate, no labels are necessary to identify 

their type. MACHE only updates the base when the full address needs to be emitted. We retain 

this policy for the PC entries. However, for the data entries, we found it better to always update 

the base due to the frequently encountered stride behavior. Our implementation uses 2.3MB of 

memory to run. 

SEQUITUR [29], [35], [36], [37] is one of the most sophisticated trace compression algo-
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rithms in the literature. It converts a trace into a context-free grammar and applies two con-

straints while constructing the grammar: each digram (pair of consecutive symbols) in the 

grammar must be unique and every rule must be used more than once. SEQUITUR has the inter-

esting feature that information about the trace can be derived from the compressed format with-

out having to decompress it first. The biggest drawback of SEQUITUR is its memory usage, 

which depends on the data to be compressed (it is linear in the size of the grammar) and can ex-

haust the system’s resources when compressing extended traces. 

The SEQUITUR algorithm we use is a modified version of Nevill-Manning and Witten’s im-

plementation [17], which we changed as follows. We manually converted the C++ code into C, 

inlined the access functions, increased the symbol table size to 33,554,393 entries, and added 

code to decompress the grammars. To accommodate 64-bit trace entries, we included a function 

that converts each trace entry into a unique number (in expected constant time). Moreover, we 

employ a split-stream approach, that is, we construct two separate grammars, one for the PC en-

tries and one for the data entries in our traces. To cap the memory usage, we start new grammars 

when eight million unique symbols have been encountered or 384 megabytes of storage have 

been allocated for rule and symbol descriptors. We found these cutoff points to work well on our 

traces and system. Our implementation’s memory usage never exceeds 951MB, thus fitting into 

the 1GB of main memory in our system. To prevent SEQUITUR from becoming very slow due 

to hash-table inefficiencies, we also start a new grammar whenever the last 65,536 searches re-

quired an average of more than thirty trials before an entry was found. 

PDATS II [23] improves upon PDATS by exploiting common patterns in program behavior. 

For example, jump-initiated sequences are often followed by sequential sequences. PDATS en-

codes such patterns using one record to specify the jump and another record to describe the se-

quential references. PDATS II combines the two records into one. Moreover, when a program 

writes to a particular memory location, it is also likely to read from that location. PDATS sepa-

rates read and write references, resulting in two large offsets whenever the location changes. To 

reduce the number of large offsets, PDATS II does not treat read and write references separately. 

Additionally, common data offsets are encoded in the header byte and instruction offsets are 

stored in units of the default instruction stride (e.g., four bytes per instruction on most RISC ma-

chines). Thus, PDATS II achieves about twice the compression rate of PDATS on average. 

We modified PDATS II as follows. Since our traces do not include both read and write ac-
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cesses, we do not need to distinguish between them in the header. This makes an extra bit avail-

able, which we use to expand the encoded data offsets to include ±16, ±32, and ±64. Because our 

traces contain offsets greater than 32 bits, we extended PDATS II to also accommodate six- and 

eight-byte offsets. Our traces do not exhibit many jump-initiated sequences that are followed by 

sequential sequences. Hence, we do not need the corresponding PDATS II feature. Our imple-

mentation uses 2.2MB of memory. 

SBC (Stream-Based Compression) [33], [34] is one of the best trace compressors in the litera-

ture. It splits traces into segments called instruction streams. An instruction stream is a dynamic 

sequence of instructions from the target of a taken branch to the first taken branch in the se-

quence. SBC creates a stream table that records relevant information such as the starting address, 

the number of instructions in the stream, and the instruction words and their types. During com-

pression, groups of instructions in the original trace that belong to the same stream are replaced 

by the corresponding stream table index. To compress addresses of memory references, SBC fur-

ther records information about the strides and the number of stride repetitions. This information 

is attached to the instruction stream. Note that VPC streams are unrelated to SBC streams as the 

former span the entire length of the trace. 

We made the following changes to Milenkovics’ SBC code [20]. Since our traces contain 

some but not all instructions (e.g., only instructions that access the memory), we redefined the 

notion of an instruction stream as a sequence in which each subsequent instruction has a higher 

PC than the previous instruction and the difference between subsequent PCs is less than a preset 

threshold. We experimented with different thresholds and found a threshold of four instructions 

to provide the best compression rate on our traces. SBC uses 10MB of memory to run. 

 

3. BACKGROUND 

3.1 Value Predictors 

This subsection describes the operation of the value predictors that the various VPC algorithms 

use to predict trace entries. The exact predictor configurations are detailed in Sections 5.4 and 

5.5. All of the presented value predictors extrapolate their forecasts based on previously seen 

values, that is, they predict the next trace entry based on already processed entries. Note that PC 

predictions are made based on global information while ED predictions are made based on local 

information, i.e., based on mini-streams whose entries all have the same PC. 
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Last n value predictor: The first type of predictor VPC uses is the last n value predictor 

(LnV) [7], [30], [47]. It predicts the most likely value among the n most recently seen values. To 

improve the compression rate, all n values are used (and not just the most likely value), i.e., the 

predictor can be thought of as comprising n components that make n independent predictions. 

The LnV predictor accurately predicts sequences of repeating and alternating values as well as 

repeating sequences of no more than n arbitrary values. Since PCs infrequently exhibit such be-

havior, the LnV predictor is only used for predicting data entries. 

Stride 2-delta predictor: Stride predictors retain the most recently seen value along with the 

difference (stride) between the most recent and the second most recent values [13]. Adding this 

difference to the most recent value yields the prediction. Stride predictors can therefore predict 

sequences of the following pattern. 

A, A+B, A+2B, A+3B, A+4B, … 

Every time a new value is seen, the difference and the most recent value in the predictor are 

updated. To improve the prediction accuracy, the 2-delta method (ST2D) has been proposed 

[43]. It introduces a second stride that is only updated if the same stride is encountered at least 

twice in a row, thus providing some hysteresis before the predictor switches to a new stride. 

Finite context method predictor: The finite context method predictor (FCMn) [43] com-

putes a hash out of the n most recently encountered values, where n is referred to as the order of 

the predictor. VPC utilizes the select-fold-shift-xor hash function [39], [40], [42]. During up-

dates, the predictor puts the new value into its hash table using the current hash as an index. Dur-

ing predictions, a hash-table lookup is performed in the hope that the next value will be equal to 

the value that followed last time the same sequence of n previous values (i.e., the same hash) was 

encountered [42], [43]. Thus, FCMn predictors can memorize long arbitrary sequences of values 

and accurately predict them when they repeat. This trait makes FCMn predictors ideal for pre-

dicting PCs as well as EDs. Note that the hash table is shared among the mini-streams, making it 

possible to communicate information from one mini-stream to another. 

Differential finite context method predictor: The differential finite context method predic-

tor (DFCMn) [14] works just like the FCMn predictor except it predicts and is updated with dif-

ferences (strides) between consecutive values rather than with absolute values. To form the final 

prediction, the predicted stride is added to the most recently seen value. DFCMn predictors are 

often superior to FCMn predictors because they warm up faster, can predict never before seen 
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values, and make better use of the hash table. 

Global/local last value predictor: The global/local last value predictor (GLLV) [5] works 

like the last-value predictor (i.e., like an LnV predictor with n = 1), with the exception that each 

line contains two additional fields: an index and a counter. The index designates which entry of 

the last-value table holds the prediction. The counter assigns a confidence to this index. Every 

time a correct prediction is made, the counter is set to its maximum and every misprediction dec-

rements it. If the counter is zero and the indexed value incorrect, the counter is reset to the 

maximum and the index is incremented (modulo the table size) so that a different entry will be 

checked the next time. This way, the predictor is able to correlate any mini-stream with any other 

mini-stream without the need for multiple comparisons per prediction or update. 

 

3.2 Trace Format 

The traces we generated for evaluating the different compression algorithms consist of pairs of 

numbers. Each pair comprises a PC and an extended data (ED) field. The PC field is 32 bits wide 

and the data field is 64 bits wide. Thus, our traces have the following format, where the sub-

scripts indicate bit widths. 

PC032, ED064, PC132, ED164, PC232, ED264, … 

This format was chosen for its simplicity. We use 64 bits for the ED fields because this is the 

native word size of the Alpha system on which we performed our measurements. 32 bits suffice 

to represent PCs, especially since we do not need to store the two least significant bits, which are 

always zero because Alphas only support aligned instructions. 

 

4. THE VPC ALGORITHMS 

4.1 Prototype 

The development of VPC started with a prototype of a value-predictor-based compression algo-

rithm that only compresses the extended data and works as follows. The PC of the current 

PC/ED pair is copied to the output and is used to index a set of value predictors to produce 27 

(not necessarily distinct) predictions. The predicted values are then compared to the ED. If a 

match is found, the corresponding predictor identification code is written to the output using a 

fixed m-bit encoding. If no prediction is correct, an m-bit flag is written followed by the unpre-

dictable 64-bit extended-data value. Then the predictors are updated with the true ED value. The 



 

 13

algorithm repeats until all PC/ED pairs in the trace have been processed. Decompression is es-

sentially achieved by running the compression steps in reverse. 

This prototype algorithm is ineffective because it does not compress the PCs and because m is 

too large. Since it uses 27 predictors plus the flag, five bits are needed, i.e., m = 5. Moreover, un-

predictable ED entries are not compressed. The prototype’s compression rate cannot exceed a 

factor of 2.6 because even assuming that every ED entry is predictable, a 96-bit PC/ED pair (32-

bit PC plus 64-bit ED) is merely compressed down to 37 bits (a 32-bit PC plus a 5-bit code). 

 

4.2 VPC1 

VPC1 [5] corrects the shortcomings of the prototype. It includes a separate bank of ten predictors 

to compress the PCs, bringing the total number of predictors to 37. It uses a dynamic Huffman 

encoder [27], [46] to compress the identification codes. If more than one predictor is correct si-

multaneously, VPC1 selects the one with the shortest Huffman code. Moreover, it compresses 

the unpredictable trace entries in the following manner. In case of PCs, only p bits are written, 

where p is provided by the user and has to be large enough to express the largest PC in the trace. 

In case of unpredictable ED entries, the flag is followed by the identification code of the predic-

tor whose prediction is closest to the ED value in terms of absolute difference. VPC1 then emits 

the difference between the predicted value and the actual value in compressed sign-magnitude 

format. 

VPC1 includes several enhancements to boost the compression rate. First, it incorporates satu-

rating up/down counters in the hash table of the FCMn predictors so that only entries that have 

proven useless at least twice in a row can be replaced. Second, it retains only distinct values in 

all of its predictors to maximize the number of different predictions and therefore the chance of 

at least one of them being correct. Third, it keeps the values in the predictors in least recently 

used order. Due to the principle of value locality, sorting the values from most recent to least re-

cent ensures that components holding more recent values have a higher probability of providing 

a correct prediction. This increases the compression rate because it allows the dynamic Huffman 

encoder to assign shorter identification codes to the components holding more recent values and 

to use them more often. Fourth, VPC1 initializes the dynamic Huffman encoder with biased, 

nonzero frequencies for all predictors to allow the more sophisticated predictors, which perform 

poorly in the beginning because they take longer to warm up, to stay ahead of the simpler predic-
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tors. Biasing the frequencies guarantees that the most powerful predictors are used whenever 

they are correct and the remaining predictors are only utilized occasionally, resulting in shorter 

Huffman codes and better compression rates. 

VPC1 only performs well on hard-to-compress traces [5]. The problem is that its compression 

rate is limited to a factor of 48. Since at least one bit is needed to encode a PC and one bit to en-

code an extended-data entry, and an uncompressed PC/ED pair requires 32+64=96 bits, the 

maximum compression rate is 96/2=48. We found VPC1 to almost reach this theoretical maxi-

mum in several cases, showing that the dynamic Huffman encoder indeed often uses only one bit 

to encode a predictor identification code. Because the PC and ED predictor codes alternate in the 

compressed traces and because at most one of the PC predictors and one of the ED predictors can 

have a one-bit identification code at any time, highly compressed VPC1 traces contain long bit 

strings of all zeros, all ones, or alternating zeros and ones, depending on the two predictors’ iden-

tification codes. As a result, compressed VPC1 traces can be compressed further. 

 

4.3 VPC2 

VPC2 exploits the compressibility in VPC1’s output by adding a second compression stage. In 

other words, VPC2 is VPC1 plus GZIP [21]. VPC2 outperforms VPC1 in all studied cases [5]. 

More importantly, VPC2 also outperforms other algorithms, including SEQUITUR, on easy-to-

compress traces. Unfortunately, it is over 3.5 times slower at decompressing traces. 

 

4.4 VPC3 

Analyzing the performance of VPC2, we noticed that compressing traces as much as possible 

with the value predictors often obfuscates patterns and makes the resulting traces less amenable 

to the second stage compressor. In fact, we found that compressing less in the first stage can 

speed up the algorithm and boost the overall compression rate at the same time. Hence, we de-

signed VPC3 to optimize this interaction between the two stages, i.e., instead of maximizing the 

performance of each stage individually we maximized the overall performance. Thus, VPC3’s 

value predictors ended up only compressing the traces by a factor of between 1.4 to close to six 

(6.0 being the maximum possible) before they are sent to the second stage. 

VPC3 differs from VPC2 in the following ways. We found that removing infrequently used 

predictors decreases the number of distinct predictor codes and increases the regularity of the 



 

 15

emitted identification codes, which results in better compression rates despite the concomitant 

increase in the number of emitted unpredictable values. As a result, VPC3 incorporates only 4 

instead of 10 PC predictors and only 10 instead of 27 data predictors. Similarly, we discovered 

that abolishing the saturating counters and updating with non-distinct values decreases the pre-

diction accuracy somewhat but greatly accelerates the algorithm. Moreover, emitting values at 

byte granularity and thus possibly including unnecessary bits increases the amount of data trans-

ferred from the first to the second stage but exposes more patterns and makes them easier to de-

tect for the second stage, which also operates at byte granularity. Thus, VPC3 functions exclu-

sively at byte granularity (and integer multiples thereof), which further simplified and acceler-

ated the code. Finally, VPC3 does not use a frequency bias or a dynamic Huffman coder because 

the second stage is more effective at compressing the predictor identification codes. For the same 

reason, unpredictable values are no longer compressed in the first stage, which has the pleasant 

side effect of eliminating the need for the number of bits (p) required to express the PCs in the 

trace. 

Note that we investigated many more ideas but ended up implementing only the ones listed 

above because they increase the overall compression rate and accelerate the algorithm. The fol-

lowing is a summary of some of our experiments that turned out to be disadvantageous. They are 

not included in VPC3. (1) The order in which the predictors are accessed and prioritized appears 

to have no noticeable effect on the performance. (2) Interestingly, biasing the initial use counts 

of the predictors seems to always hurt the compression rate. (3) Writing differences rather than 

absolute values decreases the compression rate. (4) Larger predictor tables than the ones listed in 

Section 5.5 do not significantly improve the compression rate (on our traces) and have a negative 

effect on the memory footprint. (5) Dynamically renaming the predictors such that the predictor 

with the highest use count always has an identification code of ‘0’, the second highest a code of 

‘1’, etc., lowers the compression rate. (6) Similarly, decaying the use counts with age, i.e., 

weighing recent behavior more, decreases the compression rate. 

VPC3 converts PC/ED traces into four data streams in the first stage and then compresses 

each stream individually using BZIP2. Note that VPC3’s first stage is so much faster than 

VPC2’s that we were able to switch from the faster GZIP to the better compressing BZIP2 in the 

second stage. The four streams are generated as follows. The PC of the current trace entry is read 

and compared to the four PC predictions (Sections 3.1 and 5.5 describe the predictors). If none of 
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the predictions are correct, the special code of ‘4’ (one byte) representing the flag is written to 

the first stream and the unpredictable four-byte PC is written to the second stream. If at least one 

of the PC predictions is correct, a one-byte predictor identification code (‘0’, ‘1’, ‘2’, or ‘3’) is 

written to the first stream and nothing is written to the second stream. If more than one predictor 

is correct, VPC3 selects the predictor with the highest use count. The predictors are prioritized to 

break ties. The ED of the current trace entry is handled analogously. It is read and compared to 

the ten ED predictions (see Sections 3.1 and 5.5). A one-byte predictor identification code (‘0’, 

‘1’, …, ‘9’) is written to the third stream if at least one of the ED predictions is correct. If none 

are correct, the special code of ‘10’ representing the flag is written to the third stream and the 

unpredictable eight-byte ED is written to the fourth stream. Then all predictors are updated with 

the true PC or ED and the algorithm repeats until all trace entries have been processed. Decom-

pression reverses these steps. Note that VPC3 does not interleave predictor codes and unpredict-

able values in the same stream as VPC2 does. Rather, the codes and the unpredictable values are 

kept separate to improve the effectiveness of the second stage. 

 

4.5 VPC4 

VPC4 is the algorithm that is synthesized by TCgen [6] when TCgen is instructed to ‘regenerate’ 

VPC3. The two algorithms are quite similar, but VPC4 is faster and compresses better primarily 

due to the following two modifications. First, we improved the hash function of the FCMn and 

DFCMn predictors and accelerated its computation. Second, we enhanced the predictor’s update 

policy. VPC3 always updates all predictor tables, which makes it very fast because the tables do 

not first have to be searched for a matching entry. VPC2, on the other hand, only updates the 

predictors with distinct values, which is much slower but increases the prediction accuracy. 

VPC4’s update policy combines the benefits of both approaches essentially without their down-

sides. It only performs an update if the current value is different from the first entry in the se-

lected line. This way, only one table entry needs to be checked, which makes updates fast while 

at the same time guaranteeing that at least the first two entries in each line are distinct, which 

improves the prediction accuracy. 
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Figure 1: Example of the operation of the VPC4 compression algorithm. 

 

Figure 1 illustrates VPC4’s operation. The dark arrows mark the prediction paths while the 

light arrows mark the update paths. The left panel shows how the PC/ED pair 8196/16 is handled 

assuming that PC predictor 3 and ED predictor 0 make correct predictions. The right panel shows 

the compression of the next PC/ED pair in the trace. This time, none of the ED predictions are 

correct and the unpredictable ED value of 385 is written to the fourth stream. 

 

5. EVALUATION METHODS 

This section gives information about the system and compiler (Section 5.1), the timing meas-

urements (Section 5.2), and the traces (Section 5.3) we used for our measurements and details the 

predictor configurations in VPC1/2 (Section 5.4) and VPC3/4 (Section 5.5). 

 

5.1 System and Compiler 

We performed all measurements for this study on a dedicated 64-bit CS20 system with two 

833MHz 21264B Alpha CPUs [26]. Only one of the processors was used. Each CPU has sepa-

rate, two-way set-associative, 64kB L1 caches and an off-chip, unified, direct-mapped 4MB L2 

cache. The system is equipped with 1GB of main memory. The Seagate Cheetah 10K.6 Ultra320 

SCSI hard drive has a capacity of 73GB, 8MB of build-in cache, and spins at 10,000rpm. For 

maximum disk performance, we used the advanced file system (AdvFS). The operating system is 

Tru64 UNIX V5.1B. To make the running-time comparisons as fair as possible, we compiled all 
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compression algorithms with Compaq’s C compiler V6.3-025 and the same optimization flags 

(-O3 -arch host). 

 

5.2 Timing Measurements 

All timing measurements in this paper refer to the sum of the user and the system time reported 

by the UNIX shell command time. In other words, we report the CPU time and ignore any idle 

time such as waiting for disk operations. We coded all compression and decompression algo-

rithms so that they read traces from the hard disk and write traces back to the hard disk. While 

these disk operations are subject to caching, any resulting effect should be minimal given the 

large sizes of our traces. 

 

5.3 Traces 

We used all integer and all but four of the floating-point programs from the SPECcpu2000 

benchmark suite [22] to generate the traces for this study. We had to exclude the four Fortran 90 

programs due to the lack of a compiler. The C programs were compiled with Compaq’s C com-

piler V6.3-025 using ‘-O3 -arch host -non_shared’ plus feedback optimization. The C++ and 

Fortran 77 programs were compiled with g++/g77 V3.3 using ‘-O3 -static’. We used statically 

linked binaries to include the instructions from library functions in our traces. Only system-call 

code is not captured. We used the binary instrumentation tool-kit ATOM [11], [44] to generate 

traces from complete runs with the SPEC-provided test inputs. Two programs, eon and vpr, re-

quire multiple runs and perlbmk executes itself recursively. For each of these programs, we con-

catenated the subtraces to form a single trace. 

We generated three types of traces from the 22 programs to evaluate the various compression 

algorithms. The first type captures the PC and the effective address of each executed store in-

struction. The second type contains the PC and the effective address of all loads and stores that 

miss in a simulated 16kB, direct-mapped, 64-byte line, write-allocate data cache. The third type 

of trace holds the PC and the loaded value of every executed load instruction that is not a pre-

fetch, a NOP, or a load immediate. 

We selected the store-effective-address traces because, historically, many trace-compression 

approaches have focused on address traces. Such traces are typically relatively easy to compress. 

We picked the cache-miss-address traces because the simulated cache acts as a filter and only 
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lets some of the memory accesses through, which we expect to distort the access patterns, mak-

ing the traces harder to compress. Finally, we chose the load-value traces because load values 

span large ranges and include floating-point numbers, addresses, integer numbers, bitmasks, etc., 

which makes them difficult to compress. 

 

Table 1: Uncompressed sizes of the studied traces. 

store cache miss load
program lang type addresses addresses values

eon C++ 2,086.1 MB 94.6 MB 2,164.6 MB 

bzip2 C 16,769.9 MB 726.1 MB 23,947.4 MB 

crafty C 3,368.0 MB 1,967.8 MB 14,227.6 MB 

gap C 1,269.2 MB 255.5 MB 3,141.6 MB 

gcc C 2,280.9 MB 366.6 MB 4,523.2 MB 

gzip C 2,836.0 MB 731.3 MB 8,070.1 MB 

mcf C 400.4 MB 150.1 MB 455.7 MB 

parser C 4,224.2 MB 821.2 MB 9,805.9 MB 

perlbmk C 570.3 MB 86.1 MB 1,089.4 MB 

twolf C 239.8 MB 73.4 MB 827.6 MB 

vortex C 16,770.6 MB 2,185.2 MB 26,571.4 MB 
vpr C 1,984.9 MB 644.0 MB 7,167.0 MB 

ammp C 5,159.2 MB 3,442.0 MB 16,406.9 MB 

art C 1,781.8 MB 2,381.8 MB 11,249.9 MB 

equake C 1,229.8 MB 418.8 MB 4,323.0 MB 

mesa C 3,671.1 MB 266.8 MB 6,055.2 MB 

applu F77 522.7 MB 77.1 MB 1,002.7 MB 

apsi F77 8,058.2 MB 3,018.9 MB 15,911.5 MB 

mgrid F77 5,110.0 MB 6,377.0 MB 102,794.6 MB 

sixtrack F77 18,735.9 MB 2,224.5 MB 38,889.2 MB 

swim F77 452.0 MB 149.3 MB 1,985.5 MB 
wupwise F77 10,829.6 MB 889.9 MB 22,628.8 MB 
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Table 1 shows the program name, the programming language (lang), the type (integer or float-

ing point), and the uncompressed size (in megabytes) of the three traces for each SPECcpu2000 

program. We had to exclude all traces that are larger than twelve gigabytes because they would 

have exceeded the available disk space. The corresponding entries in Table 1 are crossed out. 

Note that we found no correlation between the length and the compressibility of our traces. 

Hence, we do not believe that omitting the longest traces distorts our results. 

 

5.4 VPC1 and VPC2 Predictor Configurations 

This subsection lists the sizes and parameters of the predictors used in VPC1/2. They are the re-

sult of experimentation with the load-value traces to balance the speed and the compression rate 

as well as the fact that we wanted to maximize the sharing of predictor tables. 

VPC1/2 makes ten PC predictions using an ST2D, FCM6, DFCM4ab, DFCM5abcd, and a 
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DFCM6ab predictor, where ‘a’, ‘b’, ‘c’, and ‘d’ refer to the up-to-four most recent values in each 

line of the hash table. VPC1/2 further makes 27 ED predictions using an L6V, ST2D, GLLV, 

FCM1, FCM2, FCM3, FCM6, DFCM1abcd, DFCM2abcd, DFCM3ab, DFCM4, and a 

DFCM6abcd predictor. 

Since no index is available for the PC predictors, all PC predictors are global predictors. Ac-

cordingly, their first levels are very small. The ST2D predictor requires only 24 bytes of storage: 

eight bytes for the last value plus sixteen bytes for the two stride fields. The FCM6 predictor re-

quires six two-byte fields to store six hash values in the first level. The second level requires 

4.5MB to hold 524,288 lines of nine bytes each (eight bytes for the value and one byte for the 

saturating counter). All DFCMn predictors use a shared first-level table, which requires six two-

byte fields for retaining hash values. The most recent value is obtained from the ST2D predictor. 

The DFCM4ab has two second-level tables of one megabyte each (131,072 lines), the 

DFCM5abcd has four tables of two megabytes each (262,144 lines), and the DFCM6ab has two 

tables of four megabytes each (524,288 lines). Since we do not use saturating counters in the 

DFCMn predictors, each second-level entry requires eight bytes to hold a 64-bit value. Overall, 

22.5 megabytes are allocated for the ten PC predictors. 

The predictors for the extended data are local and use the PC modulo the table size as an in-

dex into the first-level table, which allows them to store information on a mini-stream basis. The 

L6V predictor uses six tables of 128kB (16,384 lines). The ST2D predictor requires 256kB of 

table space for the strides (16,384 lines). The last-value table is shared with the L6V predictor. 

The FCMn predictors share six first-level, 32kB tables, each of which holds 16,384 two-byte 

hash values. Similarly, the DFCMn predictors share a set of six 32kB first-level tables. The sec-

ond-level table sizes are as follows. The FCM1 uses a 144kB table (16,384 lines holding an 

eight-byte value plus a one-byte counter), the FCM2 uses a 288kB table (32,768 lines), the 

FCM3 has a 576kB table (65,536 lines), and the FCM6 requires 4.5MB (524,288 lines). The 

DFCM1abcd has four tables of 128kB (16,384 lines holding an eight-byte value), the 

DFCM2abcd uses four 256kB tables (32,768 lines), the DFCM3ab requires two 512kB tables 

(65,536 lines), the DFCM4 has one 1MB table (131,072 lines), and the DFCM6abcd needs four 

4MB tables (524,288 lines). Finally, the GLLV predictor uses 128kB of storage (16,384 lines 

containing a four-byte index and a four-byte counter). Together, the 27 value predictors use 

26.5MB of table space. 
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Overall, 49 megabytes are allocated for predictor tables. Including padding, code, libraries, 

etc., VPC1/2 requires 88MB of memory to run as reported by the UNIX command ps. 

 

5.5 VPC3 and VPC4 Predictor Configurations 

This subsection lists the parameters and table sizes of the predictors used in VPC3/4. These con-

figurations have been experimentally determined to yield a good compression rate and speed on 

the gcc load-value trace. 

VPC3 uses an FCM1ab and an FCM3ab for predicting PCs, which provide a total of four pre-

dictions. For the extended data, it uses an FCM1ab, DFCM1ab, DFCM3ab, and a L4V predictor, 

providing a total of ten predictions. 

The four PC predictors are global and do not need an index. The FCM3ab predictor requires 

three four-byte entries to store three hash values in the first level. These entries are shared with 

the FCM1ab predictor. The second-level of the FCM1ab (the hash table) has 131,072 lines, each 

of which holds two four-byte PCs (1MB). The FCM3ab’s second-level table is four times larger 

(4MB). Overall, five megabytes are allocated to the PC predictors. 

The predictors for the extended data use the PC modulo the table size as an index. To enable 

maximum sharing, all first-level tables have the same number of lines (65,536). The L4V predic-

tor retains four eight-byte values per line (2MB). The FCM1ab predictor stores one four-byte 

hash value per line in the first level (256kB) and two eight-byte values in each of the 524,288 

lines in its second-level table (8MB). The DFCM1ab and DFCM3ab predictors share a first-level 

table, which stores three four-byte hash values per line (768kB). The last value needed to com-

pute the final prediction is obtained from the L4V predictor. The second-level table of the 

DFCM1ab has 131,072 lines, each holding two eight-byte values (2MB). The DFCM3ab’s sec-

ond-level table is four times as large (8MB). The extended data predictors use a total of 21 mega-

bytes of table space. 

Overall, 26 megabytes are allocated for predictor tables in VPC3. Including the code, stack, 

etc., it requires 27MB of memory to run according to ps. VPC4 uses the same predictors and the 

same tables sizes as VPC3 with one exception. Due to a restriction of TCgen, the second-level 

tables of the FCM1ab and DFCM1ab have to have the same number of lines. Hence, VPC4’s 

FCM1ab predictor for the extended data has a hash table with only 131,072 lines, resulting in a 

size of 2MB. Overall, VPC4 allocates 20MB of table space and has a 21MB memory footprint. 
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6. RESULTS 

Section 6.1 discusses the performance of the four VPC algorithms. Section 6.2 compares the 

compression rate, Section 6.3 the decompression speed, and Section 6.4 the compression speed 

of BZIP2, MACHE, PDATS II, SBC, SEQUITUR, and VPC4. Note that we added a second 

compression stage using BZIP2 to each of these algorithms except BZIP2 itself. Section 6.5 in-

vestigates GZIP as an alternative second-stage compressor. 

 

6.1 VPC Comparison 

Table 2 lists the geometric-mean compression rate (c.rate), decompression time (d.time), and 

compression time (c.time) of the four VPC algorithms on our three types of traces. The results 

for VPC2, VPC3, and VPC4 include the second stage. The compression and decompression 

times are in seconds. Higher numbers are better for the compression rates while lower numbers 

are better for the compression and decompression times. 

 

Table 2: Geometric-mean performance of the VPC algorithms. 

store addresses cache misses load values

c.rate d.time c.time c.rate d.time c.time c.rate d.time c.time

VPC1 36.0 370.4 469.9 14.7 177.9 213.3 17.0 803.1 1,029.5

VPC2 237.2 372.0 544.4 26.3 180.0 239.1 27.0 811.9 1,172.6

VPC3 484.7 74.8 252.9 38.2 45.4 128.6 35.2 203.1 584.9

VPC4 808.7 69.1 216.3 43.5 41.9 118.3 42.6 194.6 503.6  

 

For the reasons explained in Section 4.2, VPC1 compresses relatively poorly and is slow. 

Adding a GZIP compression stage (VPC2) significantly increases the compression rate, espe-

cially on the easy-to-compress store address traces. At the same time, the extra stage does not 

increase the compression and decompression times much. Nevertheless, VPC2 is the slowest of 

the VPC algorithms. 

The changes we made to VPC3 (see Section 4.4) eliminate this weakness. It decompresses 

four to five times faster than VPC2 and compresses about twice as fast while at the same time 

boosting the compression rate by 30% to 100%. Clearly, it is more fruitful to use the value pre-

dictors to transform the traces rather than to compress them. Finally, the enhanced hash function 

and update policy of VPC4 further increase the compression rate and decrease the compression 

and decompression times, making VPC4 the fastest and most powerful of the VPC algorithms. 
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6.2 Compression Rate 

Figure 2 depicts the geometric-mean compression rates of six algorithms from the literature on 

our three types of traces normalized to VPC4 (higher numbers are better). For each trace type, 

the algorithms are sorted from left to right by increasing compression rate. The darker section at 

the bottom of each bar indicates the compression rate after the first stage. The total bar height 

represents the overall compression rate including the second stage. 
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Figure 2: Geometric-mean compression rates normalized to VPC4. 

 

VPC4 delivers the best geometric-mean compression rate on each of the three trace types. 

SBC, the second best performer, comes within 0.2% of VPC4 on the cache-miss traces but only 

reaches slightly over half of VPC4’s compression rate on the other two types of traces. It appears 

that the cache-miss traces contain patterns that are equally exploitable with SBC and VPC4 while 

the other two types of traces include important patterns that only VPC4 can take advantage of. 

This makes sense as store addresses often correlate with the previous addresses produced by the 

same store. Similarly, load values correlate with the previously fetched values of the same load 

instruction. Since the mini-streams expose these correlations, VPC4 can exploit them. Filtering 
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out some of the values, as is done in the cache-miss traces, breaks many of these correlations and 

reduces VPC4’s advantage. 

SEQUITUR is the next best performer except on the store-address traces, where PDATS II 

and MACHE outperform it. This is probably because these two algorithms were designed for 

address traces. SEQUITUR, on the other hand, does not work well on long strided sequences, 

which are common in such traces. MACHE and BZIP2’s compression rates are in the lower half 

but they both outperform PDATS II on the load-value traces. 

Looking at the geometric-mean compression rate of the first stage only, we see that 

SEQUITUR is dominant, followed by SBC. Nevertheless, high initial compression rates do not 

guarantee good overall performance. In fact, with the exception of MACHE on the load-value 

traces (and BZIP2, which has no first stage), all algorithms have a higher ratio of first-stage to 

overall compression rate than VPC4. VPC4’s first stage provides less than ten percent of the 

compression rate on all three types of traces (only 0.7% on the store-address traces). Note that 

the second stage (BZIP2) boosts the compression rate by more than a factor of two in all cases. 

Table 3 shows the absolute compression rate achieved by the six algorithms on each individ-

ual trace. Only the total compression rates over both stages are listed. We highlighted the highest 

compression rate for each trace in bold print. The table further includes the harmonic, geometric, 

and the arithmetic mean of the compression rates for each trace type. 

We see that no algorithm is the best for all traces. However, VPC4 yields the highest com-

pression rate on all load-value traces. This is most likely because many of the value predictors 

VPC4 uses were specifically designed to predict load values. Moreover, VPC4’s predictor con-

figuration was tuned using one of the load-value traces (gcc). 

On the cache-miss traces, SBC outperforms all other algorithms on six traces, SEQUITUR on 

two traces, and VPC4 on ten traces. BZIP2 provides the best compression rate on four traces 

even though it is the only compressor that has no knowledge of our trace format and all the other 

algorithms use BZIP2 in their second stage. On sixtrack, SEQUITUR outperforms VPC4 by a 

factor of 5.5, which is the largest such factor we found. The cache-miss trace bzip2 is the least 

compressible trace in our suite. No algorithm compresses it by more than a factor of 5.8. 
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Table 3: Absolute compression rates. 

bzip2 sequitur vpc4 mache sbc pdats2

ammp 33.1 38.8 1,115.5 41.1 476.8 60.4

applu 14.0 500.8 3,249.3 18.2 2,270.8 652.0

apsi 39.0 226.0 21,721.6 66.2 4,886.2 603.0

art 22.9 52.0 77,160.9 342.1 7,936.4 167.5

crafty 37.1 102.7 82.9 86.4 89.3 118.1

eon 24.3 793.4 343.0 151.3 275.4 405.3

equake 50.5 48.7 679.5 118.4 291.3 167.1

gap 17.8 15.5 88.1 46.8 103.0 38.1

gcc 22.6 42.2 71.6 63.3 74.6 61.8

gzip 20.5 19.6 95.9 26.6 60.2 16.7

mcf 22.7 14.2 132.2 111.6 84.3 129.4

mesa 53.5 134.0 5,997.8 121.0 3,832.3 304.0

mgrid 14.2 13.3 49,750.9 155.6 19,684.6 6,494.5

parser 14.2 18.4 66.2 37.4 81.3 25.6

perlbmk 25.5 47.9 134.3 62.6 93.1 52.4

swim 11.6 9.6 46,518.3 11.7 28,536.5 7,544.6

twolf 34.5 126.9 47.3 52.4 41.3 60.5

vpr 21.1 43.9 35.8 28.2 23.5 25.6

wupwise 118.8 101.0 9,015.7 697.0 1,472.1 6,613.1

har_mean 23.1 31.9 142.9 46.7 116.2 70.3

geo_mean 26.3 55.5 808.7 70.2 451.4 195.2

arith_mean 31.5 123.6 11,384.6 117.8 3,700.7 1,238.9

ammp 18.1 42.0 71.0 24.2 46.5 37.8

applu 5.9 176.5 76.5 6.6 56.9 10.9

apsi 9.9 285.8 931.5 9.4 660.0 73.4

art 9.1 218.6 6,936.4 14.1 2,079.5 35.0

bzip2 5.1 4.0 5.8 5.0 5.2 4.2

crafty 19.2 14.2 16.0 16.3 16.9 12.0

eon 30.0 22.3 18.7 27.4 24.7 20.7

equake 9.4 24.3 30.0 9.6 24.8 11.5

gap 10.6 6.5 11.7 10.7 12.8 7.6

gcc 7.2 6.3 9.3 7.4 8.0 5.4

gzip 7.3 7.9 8.9 7.0 8.1 6.5

mcf 9.8 12.5 18.7 10.6 14.6 10.2

mesa 67.5 78.3 323.1 88.3 432.1 133.4

mgrid 7.8 6.9 273.1 7.8 495.0 83.0

parser 6.3 7.3 12.1 9.3 11.1 8.2

perlbmk 17.3 13.2 18.0 16.5 19.7 11.9

sixtrack 11.4 175.0 31.7 9.5 29.8 9.1

swim 8.4 21.0 319.1 8.4 715.3 144.5

twolf 15.9 11.7 10.9 13.0 11.8 10.5

vortex 20.1 22.4 22.7 19.5 20.5 13.8

vpr 7.6 6.9 6.8 6.0 6.2 4.7

wupwise 10.2 6.2 102.6 16.8 302.1 39.0

har_mean 10.0 12.0 18.6 10.4 17.6 11.4

geo_mean 11.5 21.0 43.5 12.0 43.4 17.1

arith_mean 14.3 53.2 420.7 15.6 227.4 31.5

applu 3.4 4.3 7.2 3.6 3.8 2.2

art 30.7 55.2 110.4 30.9 38.2 15.5

eon 10.8 14.5 27.1 11.6 10.5 5.0

equake 11.0 13.2 27.9 11.3 14.2 6.7

gap 21.7 26.9 56.3 23.4 34.4 14.5

gcc 15.7 22.6 32.9 16.8 20.3 10.7

gzip 13.8 12.1 20.6 13.0 14.1 8.9

mcf 13.7 18.4 22.8 13.0 14.1 9.3

mesa 117.9 293.0 9,082.8 131.5 2,428.4 92.3

parser 18.8 21.2 40.7 20.1 28.7 12.6

perlbmk 24.7 42.1 66.9 28.0 39.9 19.6

swim 3.3 4.0 7.8 3.3 4.1 2.2

twolf 14.8 21.9 22.3 16.0 16.3 10.1

vpr 18.0 19.2 29.2 15.7 17.3 10.5

har_mean 10.8 13.6 23.0 11.0 12.7 6.8

geo_mean 15.3 20.7 42.6 15.8 22.7 9.8

arith_mean 22.7 40.6 682.5 24.1 191.7 15.7
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On the store-address traces, which are far more compressible than the other two types of 

traces, VPC4 yields the highest compression rate on twelve traces, SEQUITUR and SBC on 

three traces each, and PDATS II on one trace. VPC4 surpasses the other algorithms by a factor of 

9.7 on art, which it compresses by a factor 77,161, the highest compression rate we observed. 

Overall, VPC4 provides the best compression rate on two thirds of our traces and delivers the 

highest arithmetic-, geometric-, and harmonic-mean compression rates on the three types of 

traces, though SBC comes close on the cache-miss traces. 

 

6.3 Decompression Time 

Figure 3 shows the geometric-mean decompression time of the six algorithms on our three types 

of traces normalized to VPC4 (lower numbers are better). For each trace type, the algorithms are 

sorted from left to right by decreasing decompression time. The darker section at the bottom of 

each bar represents the time spent in the first stage. The lighter top portion of each bar depicts 

the time spent in the second stage. The total bar height corresponds to the overall decompression 

time. Note that during decompression, the second stage is invoked first. 
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Figure 3: Geometric-mean decompression time normalized to VPC4. 
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Table 4: Absolute decompression time in seconds. 

bzip2 sequitur vpc4 mache sbc pdats2

ammp 569.7 230.8 153.5 620.2 214.5 368.3

applu 64.6 10.8 15.8 76.9 22.8 32.9

apsi 803.3 216.6 235.9 934.9 303.1 475.4

art 176.1 84.1 60.4 134.0 73.0 84.3

crafty 368.1 126.4 133.5 384.1 168.5 182.9

eon 232.5 42.9 75.5 208.5 114.5 108.7

equake 138.7 44.7 38.9 137.8 55.7 73.5

gap 160.9 123.7 56.7 151.9 66.4 89.0

gcc 257.1 95.6 99.8 237.0 121.1 123.6

gzip 353.4 184.0 118.2 433.8 130.9 255.6

mcf 55.3 75.2 13.9 32.5 15.0 19.5

mesa 425.3 98.3 104.0 457.4 135.3 227.5

mgrid 740.0 872.4 183.7 473.8 235.4 288.9

parser 512.7 296.0 182.1 463.3 211.6 268.1

perlbmk 67.4 27.3 24.4 72.8 29.1 41.0

swim 63.3 86.6 12.4 80.9 16.9 37.9

twolf 26.4 7.5 14.1 31.6 15.6 17.9

vpr 237.1 95.5 125.5 275.2 146.5 162.8

wupwise 1,116.2 387.2 379.8 1,022.1 469.8 490.5

har_mean 127.7 46.0 40.5 126.2 50.2 68.8

geo_mean 216.6 93.9 69.1 213.1 86.6 115.4

arith_mean 335.2 163.4 106.7 327.8 134.0 176.2

ammp 424.5 187.0 144.5 487.8 189.9 276.1

applu 11.5 2.2 4.5 14.1 5.4 8.7

apsi 358.4 92.4 105.5 515.8 124.3 245.2

art 297.3 69.3 93.4 325.6 108.5 184.5

bzip2 121.0 150.6 126.6 157.3 104.3 125.7

crafty 252.4 217.9 181.5 378.2 173.0 257.7

eon 11.4 7.1 7.9 16.3 7.2 10.4

equake 58.7 24.7 25.0 79.1 28.7 47.2

gap 35.4 38.8 27.1 47.0 23.9 36.4

gcc 54.8 57.5 46.2 73.6 49.2 59.5

gzip 110.8 94.4 101.0 150.4 81.9 112.3

mcf 19.9 19.3 12.7 23.2 15.2 16.6

mesa 24.6 8.7 6.7 37.7 12.2 23.0

mgrid 962.6 961.3 297.3 1,290.9 354.2 672.9

parser 118.2 113.7 84.4 130.9 81.7 98.5

perlbmk 11.6 8.3 8.0 16.3 7.3 11.6

sixtrack 310.7 74.7 168.5 448.3 177.4 325.9

swim 24.2 10.2 4.4 31.6 6.6 13.0

twolf 9.7 8.1 9.5 13.7 7.6 9.9

vortex 281.2 173.0 185.4 423.7 197.6 368.4

vpr 100.2 102.9 119.3 141.5 89.2 112.8

wupwise 133.7 173.5 48.7 153.1 49.6 72.8

har_mean 35.3 17.1 17.8 47.3 20.1 30.6

geo_mean 77.9 47.9 41.9 103.1 44.1 67.2

arith_mean 169.7 118.0 82.2 225.3 86.1 140.4

applu 202.4 164.8 121.6 243.9 196.4 290.6

art 1,266.4 394.5 439.9 1,764.4 619.1 1,404.2

eon 284.5 161.2 143.9 385.7 230.8 398.2

equake 585.2 331.7 251.0 785.3 358.7 711.3

gap 360.8 184.1 172.9 512.3 215.8 383.4

gcc 534.7 307.8 297.0 715.7 357.8 569.8

gzip 1,066.7 745.9 665.6 1,368.7 633.4 1,128.9

mcf 55.5 33.9 36.4 73.0 37.7 58.9

mesa 641.6 131.6 206.3 926.0 283.6 644.3

parser 1,083.7 638.8 548.9 1,434.1 608.1 1,139.8

perlbmk 129.0 53.2 57.3 176.3 70.8 126.9

swim 434.5 371.8 222.0 529.7 391.9 567.7

twolf 99.6 57.9 64.4 131.7 67.9 104.8

vpr 843.4 528.8 500.2 1,133.7 552.4 888.2

har_mean 240.1 130.6 132.5 317.4 159.6 264.0

geo_mean 385.4 206.3 194.6 513.4 248.0 433.5

arith_mean 542.0 293.3 266.3 727.2 330.3 601.2
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VPC4 provides the fastest mean decompression time on our traces but SBC and SEQUITUR 

are close seconds. They are only 5% to 36% slower. The remaining three algorithms are at least 

60% slower. SEQUITUR is faster on the load-value traces than SBC. The situation is reversed 

on the other two trace types. The majority of the algorithms that use BZIP2 in their second stage 

are faster than BZIP2 alone. 

Looking at the two stages separately, we find that the three fastest decompressors, VPC4, 

SBC, and SEQUITUR, spend almost equal amounts of time in the two stages, except on the 

store-address traces, where the second stage (BZIP2) accounts for about a third of the total de-

compression time. MACHE and PDATS II, on the other hand, typically spend more time in the 

second stage than in the first. 

Table 4 gives the absolute decompression time in seconds of the six algorithms on each indi-

vidual trace. Only the total decompression time over both stages is listed. We highlighted the 

shortest decompression time for each trace in bold print. The table further includes the harmonic, 

geometric, and the arithmetic mean of the decompression times for each trace type. 

SEQUITUR, VPC4, and SBC deliver the fastest decompression times on all traces. On the 

store-address traces, SEQUITUR is fastest on eight and VPC4 on eleven traces. On the cache-

miss traces, SBC is fastest on eight and VPC4 and SEQUITUR on seven traces each. On average 

(any of the three means), VPC4 outperforms SBC, but SEQUITUR has the best overall har-

monic-mean decompression time. On the load-value traces, SBC is fastest on one, SEQUITUR 

on five, and VPC4 on eight traces. Again, SEQUITUR outperforms VPC4 in the harmonic mean. 

VPC4 is maximally 68% faster than the other algorithms on the load-value trace swim. 

SEQUITUR is 125% faster than VPC4 on the cache-miss trace sixtrack. In other words, the 

range from one extreme to the other is relatively narrow, meaning that VPC4’s decompression 

time and that of the fastest other algorithm are fairly close on all traces. 

 

6.4 Compression Time 

Figure 4 shows the geometric-mean compression time of the six algorithms on our three types of 

traces normalized to VPC4 (lower numbers are better). Again, the algorithms are sorted from left 

to right by decreasing time. The darker section at the bottom of each bar represents the time 

spent in the first stage and the lighter top portion depicts the time spent in the second stage. The 

total bar height corresponds to the overall compression time. On the cache-miss traces, SBC’s 
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first stage takes 13.9 and the second stage 2.3 times as long as VPC4’s total compression time. 

VPC4’s geometric-mean compression time is over three times shorter than that of the other 

algorithms we evaluated. This is particularly surprising as VPC4 also achieves the highest mean 

compression rates (Section 6.2). Typically, one would expect longer computation times to result 

in higher compression rates but not the other way around. SBC, the otherwise best non-VPC al-

gorithm, takes 9.5 to 16.2 times as long as VPC4 to compress the traces. The SBC authors veri-

fied that the current version of their algorithm has not been optimized to provide fast compres-

sion. SEQUITUR is 3.6 to 7.7 times slower than VPC4. 
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Figure 4: Geometric-mean compression time normalized to VPC4. 
 

SEQUITUR’s algorithm is quite asymmetric, i.e., constructing the grammar (compression) is 

a much slower process than recursively traversing it (decompression). The average (geometric 

mean for the three trace types) compression over decompression time ratio for SEQUITUR is 8.8 

to 17.7. For BZIP2 it is 5.9 to 11.5, for MACHE 4.0 to 8.7, for PDATS II 3.7 to 10.6, and for 

SBC 19.3 to 43.4. VPC4 is the most symmetric of the six algorithms, which explains its fast 

compression speed. It basically performs the same operations during compression and decom-

pression. The only asymmetry in VPC4 is that during compression it needs to check each predic-

tor for a match, which makes compression 2.6 to 3.1 times slower than decompression. 



 

 30

Table 5: Absolute compression time in seconds. 

bzip2 sequitur vpc4 mache sbc pdats2

ammp 13,912.0 5,081.6 331.5 5,938.0 6,216.3 5,090.7

applu 653.2 619.9 91.9 399.1 699.5 610.1

apsi 18,574.5 8,793.8 1,055.2 16,902.8 9,911.1 7,177.4

art 4,772.9 1,310.3 78.5 1,929.7 2,689.8 1,327.6

crafty 3,814.1 2,683.3 232.4 2,289.2 5,096.5 973.8

eon 2,167.3 2,643.4 222.4 1,549.2 4,330.6 1,073.0

equake 3,317.4 1,202.3 254.0 1,947.3 1,237.4 944.9

gap 1,353.6 1,101.3 155.9 1,036.5 2,003.4 558.9

gcc 3,440.7 1,873.5 196.2 1,846.4 6,090.1 988.9

gzip 3,842.1 2,694.6 552.6 3,628.9 3,319.3 2,039.8

mcf 256.4 433.1 33.2 508.6 450.3 350.8

mesa 8,271.8 4,051.8 685.2 7,572.2 4,010.2 3,223.7

mgrid 2,269.5 3,948.7 371.9 5,427.5 7,548.9 4,520.6

parser 3,851.8 3,416.1 449.5 4,201.0 7,278.8 2,204.1

perlbmk 649.6 405.4 98.7 500.5 1,515.6 266.1

swim 277.2 466.9 27.7 198.8 398.3 980.7

twolf 293.7 129.4 35.8 199.4 386.8 101.3

vpr 2,056.0 1,667.4 286.3 1,317.2 2,677.1 525.1

wupwise 39,910.5 9,361.3 3,903.6 13,544.0 15,558.2 9,365.3

har_mean 1,057.6 854.9 113.1 862.6 1,439.8 643.4

geo_mean 2,482.4 1,662.1 216.3 1,846.7 2,666.4 1,226.3

arith_mean 5,983.4 2,730.7 477.0 3,733.5 4,285.2 2,227.5

ammp 11,007.6 2,772.2 276.8 4,396.2 6,396.8 3,162.7

applu 42.0 48.4 17.9 33.0 212.2 27.0

apsi 1,564.4 2,473.2 485.7 1,454.0 5,701.6 4,074.5

art 1,007.4 1,555.6 438.4 3,519.5 4,093.7 3,324.4

bzip2 403.4 595.5 274.6 420.1 1,858.2 293.9

crafty 1,709.2 1,940.8 318.2 1,529.4 13,039.8 779.3

eon 100.3 50.2 14.9 90.1 214.6 41.7

equake 573.4 306.1 83.4 614.7 735.8 261.8

gap 208.8 190.0 56.7 235.0 1,597.0 133.6

gcc 239.5 331.7 87.9 256.3 15,800.6 187.4

gzip 883.1 610.9 211.8 934.1 1,587.4 818.3

mcf 85.2 133.4 36.3 237.6 255.5 134.1

mesa 757.4 85.0 13.5 832.2 415.9 461.0

mgrid 3,110.6 5,939.6 3,322.0 2,929.0 15,929.3 11,078.1

parser 442.9 767.9 163.1 1,290.9 10,231.1 782.6

perlbmk 92.6 50.1 17.2 96.0 886.8 64.8

sixtrack 2,407.1 2,140.6 1,041.0 1,899.0 5,175.6 1,169.1

swim 65.6 90.2 11.5 61.8 242.2 276.9

twolf 52.8 44.5 22.1 47.9 193.7 23.8

vortex 2,504.4 1,996.4 364.4 2,573.4 30,486.9 1,291.3

vpr 343.4 586.3 277.3 335.6 1,487.0 214.5

wupwise 475.8 648.9 270.9 442.0 2,013.0 1,182.1

har_mean 188.3 161.9 44.6 188.7 697.6 134.5

geo_mean 458.7 422.8 118.3 499.1 1,917.1 420.2

arith_mean 1,276.2 1,061.7 354.8 1,101.3 5,388.9 1,353.8

applu 556.1 1,281.2 303.5 458.6 1,527.7 508.0

art 20,394.5 10,568.4 777.9 16,672.9 7,608.3 12,069.2

eon 1,441.2 3,113.0 307.2 1,187.4 3,737.6 942.4

equake 4,295.4 6,262.6 912.9 3,659.7 4,951.1 3,173.4

gap 2,668.1 4,037.5 422.1 2,227.9 6,673.7 1,560.9

gcc 3,264.2 4,260.3 559.2 2,344.2 28,355.6 1,986.2

gzip 5,727.6 6,578.8 2,148.2 4,174.4 10,264.8 3,172.2

mcf 260.7 352.7 98.7 210.3 634.8 171.2

mesa 17,768.9 7,338.4 1,861.4 15,179.0 8,561.7 10,144.3

parser 9,974.2 8,260.2 1,034.6 6,685.5 22,074.1 5,616.9

perlbmk 885.7 1,405.1 177.1 785.9 4,057.7 541.2

swim 1,444.2 1,821.2 558.4 1,306.7 1,469.2 1,140.0

twolf 464.4 952.9 119.0 389.5 1,174.3 287.4

vpr 5,002.5 7,570.1 899.8 3,812.0 9,378.3 2,386.0

har_mean 1,186.7 1,860.3 332.2 978.5 2,712.8 794.2

geo_mean 2,546.0 3,199.6 503.6 2,052.7 4,784.2 1,603.7

arith_mean 5,296.3 4,557.3 727.1 4,221.0 7,890.6 3,121.4
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Looking at the time spent in the two stages, we notice a striking difference between SBC and 

SEQUITUR on the one hand and VPC4 on the other hand. Both SBC and SEQUITUR spend 

most of the total compression time in the first stage. In VPC4, the first stage only contributes 

18% to 22% of the compression time, meaning that the separation of the traces into the four 

streams happens very quickly. Only SEQUITUR spends less time in the second stage than VPC4 

(on the cache-miss and the load-value traces). All other algorithms (and SEQUITUR on the 

store-address traces) spend more time in BZIP2 than VPC4 does. This is the result of our efforts 

to tune VPC4’s first stage to convert the traces into a very amenable form for the second stage 

(see Sections 4.4 and 4.5). 

Table 5 lists the absolute compression time in seconds for the six algorithms on each individ-

ual trace. Only the total compression time over both stages is included. We highlighted the short-

est compression time for each trace in bold print. The table also shows the harmonic, geometric, 

and the arithmetic mean of the compression times for each trace type. 

VPC4 compresses 53 of the 55 traces faster than the other five algorithms and is also the fast-

est compressor on average. MACHE is 13% faster on the mgrid cache-miss trace and PDATS II 

is 29% faster on the vpr cache-miss trace. VPC4 compresses the store-address trace art 1569% 

faster than the other algorithms do. 

 

6.5 Second Stage Compressor 

Table 6 shows the geometric-mean compression rate, decompression time, and compression time 

of SBC and VPC4, the two best-performing trace compressors in the previous sections, over our 

three trace types when GZIP is used as the second stage instead of BZIP2. We use GZIP version 

1.3.3 with the ‘--best’ option. 

 

Table 6: Geometric-mean performance of SBC and VPC4 with GZIP. 

SBC VPC4 SBC VPC4 SBC VPC4

compression rate 235.5 232.0 26.2 26.6 18.9 31.1

decompression time 65.4 51.4 26.1 23.8 132.1 111.6

compression time 2,130.3 277.8 1,752.2 373.3 4,177.2 1,184.7

load valuesstore addresses cache misses

 

 

As the results show, VPC4 roughly retains its performance advantage with the GZIP stage. It 

is faster and delivers a higher mean compression rate than SBC except on the store-address 
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traces, which SBC with GZIP compresses 1.5% more than VPC4 with GZIP. Comparing the 

VPC4 results from Table 6 with those from Table 2, we find that VPC4 compresses better and 

faster with BZIP2 but decompresses faster with GZIP. 

 

7. SUMMARY AND CONCLUSIONS 

This paper presents the four VPC trace-compression algorithms, all of which employ value pre-

dictors to compress program traces that comprise PCs and other information such as register val-

ues or memory addresses. VPC4, our most sophisticated approach, converts traces into streams 

that are more compressible than the original trace and that can be compressed and decompressed 

faster. For example, it compresses SPECcpu2000 traces of store-instruction PCs and effective 

addresses, traces of the PCs and the addresses of loads and stores that miss in a simulated cache, 

and traces of load instruction PCs and load values better and compresses and decompresses them 

more quickly than SEQUITUR, BZIP2, MACHE, SBC, and PDATS II. Based on these results, 

we believe VPC4 to be a good choice for trace databases, where good compression rates are 

paramount, as well as trace-based research and teaching environments, where a fast decompres-

sion speed is as essential as a good compression rate. 

VPC4 features a single-pass linear-time algorithm with a fixed memory requirement. It is 

automatically synthesized out of a simple user-provided description, making it easy to adapt 

VPC4 to other trace formats and to tune it. 
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