
Generating Realistic Multi-class Biosignals with
BioSGAN: A Transformer-based Label-guided

Generative Adversarial Network
Xiaomin Li, Anne Hee Hiong Ngu, Vangelis Metsis

Abstract—Time series data are commonly used in biomedical
applications, but such datasets are often small, expensive to
collect, and may involve privacy issues that restrict large-
scale deep learning models. Data augmentation techniques for
time series data are limited by the need to maintain signal
properties, but Generative Adversarial Networks (GANs) offer a
promising approach for expanding datasets. This paper presents
BioSGAN, a transformer-based label-guided GAN model capa-
ble of generating multi-class, class-specific synthetic time-series
sequences of arbitrary length. Our proposed model architecture
and design strategies produce synthetic sequences that are almost
indistinguishable from real signals, enabling data augmentation.
To evaluate the quality of the generated data, we propose a
wavelet coherence metric that compares the similarity of real and
synthetic signals. Our results show that BioSGAN outperforms
existing state-of-the-art time-series GAN models, as demonstrated
by qualitative visualizations using PCA and t-SNE, as well as
quantitative comparisons of the discriminative and predictive
power of the synthetic data.

BioSGAN source code: https://github.com/imics-lab/BioSGAN

Index Terms—Deep Learning, Generative adversarial network,
Time-series data generation, Biosignal, Transformer.

I. INTRODUCTION

The availability of sufficient training data is a critical chal-
lenge when analyzing time series with deep learning models.
While deep learning models have shown remarkable success
in computer vision and natural language processing tasks,
which often involve image and text data readily available
on the internet, this is not the case for time-series data that
results from physical or biological processes, especially those
involving human subjects. The collection, annotation, and
interpretation of such data, such as Electroencephalography
(EEG) data used to record brain function, require considerable
resources, including the expertise of neuroscience profession-
als. Moreover, data sharing in medical fields is subject to
stringent privacy constraints, further limiting the availability
of large medical datasets.
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Despite the success of deep learning models in many areas,
their efficacy hinges on the availability of sufficiently large
and diverse training datasets. When the size of the dataset is
insufficient, deep learning models tend to over-fit the data,
leading to poor generalization performance. Researchers are
often forced to train shallower deep learning models that
cannot fully capture the complexity of the underlying problem.
For example, [1] proposed two CNN models with only two
and four convolutional layers to classify EEG signals, while
[2] leveraged transfer learning and trained an EEG feature
extractor with a vast amount of signals but could only use a
CNN model with six convolutional layers. Compared to deep
learning models used in computer vision tasks, such models
have much simpler designs with fewer layers.

Training deep learning models on multi-class, imbalanced
datasets can lead to biased model performance in different
classes, as shown by [3]. However, data imbalance is a
natural phenomenon that exists in many multi-class biomedical
datasets, owing to differences in the probabilities of different
events occurring. For example, abnormal heartbeat signals
resulting from diseases are much rarer and more challenging
to collect than normal heartbeat signals, yet they are crucial
for disease diagnosis. Researchers have developed various
techniques to mitigate data imbalance and produce bias-free
deep learning models, including undersampling the majority
classes or oversampling the minority classes, assigning higher
weights to the minority classes, and using alternative evalua-
tion metrics. These methods can effectively eliminate imbal-
ances to some extent, but they can also lead to information
loss, which may ultimately degrade the learning capabilities
of deep learning models. [4] conducted a thorough survey of
traditional and deep learning-based methods to address data
imbalance in multi-class biomedical datasets.

The use of Generative Adversarial Networks (GANs) has
gained momentum in the deep learning research field since
its introduction in 2014 ( [5]). GANs have been successfully
applied to generate and manipulate data in computer vision and
natural language processing (NLP) domains, including high-
quality image generation ( [6]), style transfer ( [7]), and text-
to-image synthesis ( [8]), among others. The ability of GAN
models to generate new synthetic data from limited amounts
of data provides a means of addressing data scarcity issues by
adding reproducible synthetic data. Recently, there has been a
growing interest in using GANs for time series and sequential
data generation. [9] provided a comprehensive overview of
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GAN implementations on time-series data and highlighted the
advantages of using GAN as a time-series data augmentation
tool. For example, GAN can be used to solve data shortage
issues by augmenting smaller datasets and generating new,
previously unseen data. It can also be employed to recover
missing or corrupted data and reduce data noise. Furthermore,
it can protect data privacy by generating differentially private
datasets that do not contain sensitive information from the
source datasets. The paper also presented several state-of-the-
art GAN models and algorithms for generating time-series
data, such as C-RNN-GAN ( [10]), RCGAN ( [11]), TimeGAN
( [12]), and SigCWGAN ( [13]), which all use recurrent
neural networks (RNNs) as the base architecture of their GAN
models. However, RNN-based GAN models face challenges in
producing long synthetic sequences that are realistic enough
to be useful. This is attributed to the fact that the timesteps of
a series are processed sequentially, and more recent timesteps
have a greater effect on the generation of the next timesteps,
making it difficult for RNNs to establish relationships between
distant timesteps within a long sequence.

The transformer architecture, which relies on multiple self-
attention layers ( [14]), has recently become a prevalent deep
learning model architecture. It has been shown to surpass many
other popular neural network architectures, such as convo-
lutional neural networks (CNNs) over images and recurrent
neural networks (RNNs) over sequential data ( [15]–[19]),
in classification tasks, and it has even displayed properties
of a universal computation engine ( [20]). Some works have
already tried to utilize the transformer model in GAN model
architecture design with the goal of either improving the
quality of synthetic data or creating a more efficient training
process ( [21], [22]) for image and text generation tasks. [21],
for the first time, built a pure transformer-based GAN model
and verified its performance on multiple image synthesis tasks.

Since the transformer was invented to handle long sequences
of text data and does not suffer from a vanishing gradi-
ent problem, theoretically, a transformer GAN model should
perform better than RNN-based models on time-series data.
[23] introduced a transformer-based GAN model (TTS-GAN)
to generate synthetic time-series data. In that approach, a
separate GAN model is trained for each class of the dataset. A
disadvantage of TTS-GAN is that if, for some of the classes
we only have very few training instances, it is difficult to train
a GAN model to generate realistic sequences for those classes.

In this paper, we propose a transformer-based label guided
GAN for biosignal generation, which we call BioSGAN.
BioSGAN is trained on data from all classes at the same
time, and we can control which class to generate data for by
priming it with the right input. The benefit is that BioSGAN
can take advantage of transfer learning effects between classes.
Essentially, instead of training a separate model for each class,
we are training a model on the whole dataset, thus allowing
it to learn better low-level feature representations, while high-
level features can be fine-tuned simultaneously for each class
at the deeper layers of the network. We demonstrate the
efficacy of BioSGAN using similarity metrics and experiments
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Fig. 1: GAN label embedding strategies. (a) Conventional design,
(b) Ours. In both structures, z represents random noise inputs; y
represents signal labels; x represents signal data.

showcasing the effect of synthetic data augmentation on clas-
sification tasks.

Biosignal data are not easily interpretable by humans, and
there are no standard metrics used by researchers to compare
the similarity of GAN-generated data with real data. To evalu-
ate the similarity between real and synthetic signals, we need a
metric that mostly meets the high inter-class variance and low
intra-class variance standards. For this reason, we introduce
a modified wavelet coherence metric ( [24]) to compute the
similarity between two sets of signals. Together with dimen-
sionality reduction and visualization methods such as PCA
and t-SNE, and some previously proposed metrics such as the
discriminative and predictive power of the synthetic data, we
are able to demonstrate both qualitatively and quantitatively
that our model produces better-quality synthetic signals than
other existing models.

Our contributions can be summarized as follows:
• We introduce BioSGAN, a transformer-based label-

guided GAN model that can generate multi-class time-
series data, and we conduct an empirical study on the
best strategy to embed labels on GAN models.

• We modify the wavelet coherence metric to be able to
quantitatively compare the similarity between two sets of
signals.

• We evaluate our method using multiple qualitative and
quantitative metrics and demonstrate its superiority com-
pared to other state-of-the-art GAN models.

II. BACKGROUND

A. Conditional GANs

In regular GAN models, the generator and discriminator
have no control over the data being generated. By adding
additional information to these networks, it is possible for
them to direct the data generation process. This additional
information can include class labels, data from different
modalities, and other relevant data. [25] proposed a conditional
GAN model training strategy that uses data labels during
the training process to generate data belonging to specific
categories shortly after the original GAN paper [5]. Recent
works in computer vision, such as styleGAN ( [26]) and



cycleGAN ( [27]), concatenate a different format of the image
to the real input data to create new styles of synthetic data.

We assert that conditional GANs can be used to overcome
some of the problems encountered in generating time-series
data using GANs. In a sensor-collected time-series dataset with
multiple categories of signals, regular GANs require training a
GAN model on only the type of real signal that corresponds to
a particular category of synthetic signal. Therefore, multiple
GAN models must be trained to obtain all types of signals
for a multi-category dataset. Additionally, based on empirical
experiments, we noticed that the lower the amount of data
used for training the GAN model, the easier it is for the
discriminator to overfit the training data, and the lower the
quality of the generated data. Furthermore, available bio-signal
time series datasets are often small and have imbalanced
numbers of samples for each class. Therefore, training multiple
GAN models on each category of data for a small multi-class
dataset is neither efficient nor effective. However, currently,
no work has been done on using labels as control conditions
for GAN models to generate multi-category time-series data.

Conventional label-guided GAN designs that generate dif-
ferent categories of data provide label information for both
the generator and discriminator, as shown in Fig.1a. Inspired
by the works of [28] and [29], we propose a new strategy for
embedding label information into GAN models. Specifically,
we only embed labels on the generator and add another clas-
sification head on the discriminator. The generator generates
multi-category synthetic data, and the discriminator is trained
to distinguish the real and synthetic signals and their corre-
sponding categories, as shown in Fig.1b. We tested this idea
on many GAN model architectures, and all of them performed
similarly to or better than the conventional method. Therefore,
we adopted this label embedding idea in our BioSGAN model
architecture.

B. Time-series Similarity Analysis

In assessing the quality of GAN-generated images, re-
searchers frequently use questionnaires to collect feedback
on the generated images. However, time-series data can be
difficult to interpret visually, in contrast to images that can
be readily interpreted by the human eye. Researchers often
use dimensionality reduction techniques such as PCA and
t-SNE as qualitative methods to distinguish major feature
distributions of time-series datasets. Nevertheless, we have
observed that, even though most state-of-the-art GAN models
can generate synthetic data with similar PCA and t-SNE
distributions, the synthetic raw data patterns are not necessarily
visually similar. As a result, we require a more robust and
quantitative technique to evaluate the quality of generated
signals.

Various time-series similarity metrics exist, such as the
point-to-point distance measure, dynamic time warping,
longest common sub-sequence, among others ( [30]). However,
we are not seeking absolute similarity (or distance) between
real and synthetic signals. Similar to how there are different cat
images labeled as a cat, a set of time-series data representing

Adversarial
Classification Head

Categorical
Classification Head

Real / Fake
Signals? Category 1, ..., n

Synthetic Signals  
& Real Signals

Layer Norm

Multi-head
Attention

Dropout

Layer Norm

Feed Forward
Layer

Dropout

Repeat 
M x

Discriminator

Positional Embedding

Repeat 
N x

Conv2D channel reduction

Synthetic Signals

Generator

Noise Input 
1D vector (N, 1)

Label Embedding 
1D vector (L, 1)

Concatenated
Input (N+L, 1)

Layer Norm

Multi-head
Attention

Dropout

Layer Norm

Feed Forward
Layer

Dropout

Linear
Transform

Fig. 2: BioSGAN model architecture.

the same event may also have different signal patterns. We
need a metric that can evaluate how similar a set of synthetic
signals is to a set of real signals. In their work, [23] proposed
two metrics, average cosine similarity and average Jensen-
Shannon distance, which require manual feature extraction
from raw sequences for comparison. The effectiveness of these
metrics depends heavily on the feature extraction methods.

In this paper, we propose a modification to the wavelet
coherence metric ( [24]) to enable the measurement of simi-
larity between two sets of signals without the need for extra
machine learning models or feature extraction. Details of
the metric are provided in Section III-D. Our experimental
results demonstrate that BioSGAN-generated data display sig-
nificantly higher wavelet coherence scores than other baseline
models. Using this metric to rank state-of-the-art GAN models,
our results are consistent with previous works ( [12], [13]).

III. METHODOLOGY

A. BioSGAN Model Architecture

The BioSGAN model architecture is shown visually in
Fig. 2. It contains two main components, a generator and a
discriminator. Both of them are built based on the transformer
encoder architecture ( [14]). An encoder is a composition of
two compound blocks. A multi-head self-attention module
constructs the first block, and the second block is a feed-
forward multi-layer perceptron (MLP) with a GELU activation
function. A normalization layer is applied before both of the



two blocks, and the dropout layer is added after each block.
Both blocks employ residual connections.

The generator first takes in a 1D vector with N uniformly
distributed random numbers (N, 1) within the range (0,1),
i.e. Ni ∼ U(0, 1). N represents the latent dimension of
the synthetic signals, which is a hyperparameter that can be
tuned. A target synthetic data label embedding vector (L, 1)
is concatenated to the random noise vector to generate a
new vector (N + L, 1). This vector is then mapped to a
sequence with the same length as the real signals and M
hidden dimensions. M is also a hyperparameter that can
be changed and is not necessarily equal to the real signal
dimensions. This sequence is then input to the transformer
encoder blocks. Then encoder outputs are passed through a
Conv2D layer to reduce the synthetic data dimensions from
M to the real signal dimensions. For example, a synthetic
data sequence after the generator transformer encoder layers
with a data shape (hidden dimensions, 1, timesteps) will
be mapped to (real data dimensions, 1, timesteps). In this
way, a random noise vector is transformed into a sequence with
the same shape as the real signals.

The discriminator architecture is similar to the ViT model
( [15]). The major difference is the ViT model cuts images
into small patches and is used for image classification tasks,
but in the BioSGAN model, the inputs are multi-dimensional
time-series signals. Due to the property of signals that the
feature values at a single time point do not have significant
meanings, we consider an input signal segment as an entirety
and set a patch size to cut input signals into multiple time
windows as the ViT model does. And then add positional
encoding to each patch. The discriminator D we developed
contains two classification heads. One is the adversarial head
that will predict whether the input signal is real or fake, Dadv ,
and another is the category head that predicts what category
this signal belongs to, Dcls. The discriminator outputs can be
written as D : x → {Dadv(x), Dcls(x)}.

B. Updating the Model Parameters
The objective functions to optimize Generator G and Dis-

criminator D can be written as:

LD = −Ladv + λLr
cls, (1)

LG = Ladv + λLf
cls, (2)

where Ladv is the adversarial loss to determine how well D
can distinguish real and fake signals. Lcls is the classification
loss to determine how well D can classify the input signal to
its proper categorical label. λ is a hyper-parameter that controls
the relative importance of categorical classification loss and
adversarial loss. We use λ = 1 in all of our experiments.

1) Adversarial loss: To make the generated synthetic sig-
nals indistinguishable from real signals, we adopt an adver-
sarial loss

Ladv = Ex[logDadv(x)] +Ez,c[log(1−Dadv(G(z, c)))] (3)

where G generates a signal G(z, c) conditioned on both the
random noise input z and the target categorical label c, while

D tries to distinguish between real and fake signals. During
the GAN model training, the generator G tries to minimize the
adversarial loss, while the discriminator D tries to maximize it.
Therefore, in equation 1, we add a negative symbol in front of
the Ladv . By minimizing −Ladv , the discriminator maximizes
the Ladv loss.

2) Categorical loss: For a random noise vector z in latent
dimension and a target categorical label c, our goal is to
map z into an output signal, which is properly classified to
the target category c. To achieve this goal, we add another
classification head on the discriminator D and impose the
categorical classification loss when optimizing both D and
G. We decompose this objective into two terms, a categorical
classification loss of real signals used to optimize D, it can
be defined as:

Lr
cls = Ex,c′ [−logDcls(c

′|x)] (4)

where Lr
cls is the categorical classification loss on real signals.

c′ is a real signal categorical label. By minimizing this loss
function, D learns to classify a real signal x to its correspond-
ing original category c′.

Another term, categorical classification loss of fake signals,
is used to optimize G, which can be defined as:

Lf
cls = Ez,c[−logDcls(c|G(z, c))] (5)

where Lf
cls is the categorical classification loss on syn-

thetic(fake) signals. c is a target signal categorical label ran-
domly generated. By minimizing this loss function, G learns
to generate signals that can be classified as the target category
c.

3) Wasserstein loss: To stabilize the training process and
generate higher quality signals, we replace equation 3 with
Wasserstein GAN objective with gradient penalty ( [31], [32]),
defined as

Ladv = Ex[Dadv(x)]− Ez,c[Dadv(G(z, c))]

−λgpEx̂[(∥∇x̂Dadv(x̂)∥2 − 1])2]
(6)

where x̂ is sampled uniformly along a straight line between
a pair of real and synthetic signals. We use λgp = 10 for all
experiments.

C. Label Embedding Strategies

In the study, we aimed to find the optimal label embedding
strategy for a conditional GAN model. Since the quality of
time series is difficult to quantify, we used the MNIST digit
dataset as a case study, to generate synthetic digit images.
To accomplish this, we flattened the digit images into 1D
vectors (similar to a time-series sequence) and tested a variety
of label embedding methods to generate digit images. We then
evaluated the fidelity of the generated images by reshaping the
vectors to their original image size and comparing them to the
original images.

The first three strategies involved concatenating or adding
label embeddings to both the generator and discriminator
inputs of linear or convolutional GAN models. The fourth
strategy, which performed the best among all strategies, only



concatenated the label embedding to the generator and added
a classification head to the discriminator to classify the input
categories. From the experimental findings, we discovered
that simple concatenation of label embeddings to both the
generator and discriminator inputs is a naive way to build
a conditional GAN model, while adding label embeddings as
in transformer positional encoding is not practical for label
embedding.

A detailed explanation of each embedding strategy and
sample output results are given in the Appendix.

D. Wavelet Coherence for twos sets of signals

Wavelet coherence (wcoh) ( [24]) measures the correlation
between two signals. A detailed explanation about the efficacy
of Wavelet Coherence can be found in the appendix. The wcoh
of two time-series vectors x and y is:

wcoh =
|S(C∗

x(a, b)Cy(a, b))|2

S(|Cx(a, b)|2) · S(|Cy(a, b)|2)
(7)

where Cx(a, b) and Cy(a, b) denote the continuous wavelet
transforms of x and y at scales a and position b. The
superscript ∗ is the complex conjugate and S is a smoothing
operator in time and scale. Wavelet coherence is useful for
analyzing non-stationary1 signals.

Since the wavelet coherence of two signals, wcoh is a
2D matrix with the shape Frequencies × Timesteps. We
compute the sum over the x-axis and mean over the y-axis of
wcoh to get a scalar value of two signals’ wavelet coherence
wcoh s to use as a score. If these two signals are multi-
dimensional, we compute a mean wcoh s over all dimensions.
For two sets of signals, A and B, each set has a total number
of n signal samples. We compute wcoh s of every signal in
A to every signal in B and then compute the overall mean
wcoh set as the average wavelet coherence for two sets of
signals. This process can be written as:

wcoh set =

∑n
i=1(

∑n
j=1 wcoh s(Ai, Bj)/n)

n
(8)

In this way, we compute a scale value to measure the similarity
between two sets of signals.

IV. EXPERIMENTS

A. Datasets

We evaluate our model on two datasets. UniMiB human
activity recognition (HAR) dataset ( [33]), and MIT-BIH
Arrhythmia Database ( [34], [35]). A few raw data samples
for each dataset are shown in Fig. 4 (left).

For the UniMiB dataset ( [33]), we select 24 subjects’
recordings to train the BioSGAN model. The dataset samples
are labeled with nine different human activities. For example,
Walking, Running, Jumping, Sitting Down, etc. Every sample
has 150 timesteps and three acceleration values (x, y, z) at
each timestep.

1A signal is said to be non-stationary if its frequency of spectral contents
is changing with respect to time.

The MIT-BIH Arrhythmia dataset ( [34], [35]) contains
48 half-hour ambulatory ECG recordings, obtained from 47
subjects in 5 different heart health conditions. They are Non-
Ectopic Beats, Superventrical Ectopic, Ventricular Beats, Un-
known, and Fusion Beats. Each sequence is pre-segmented
to 187 timesteps with an electric potential measurement, in
microvolts (mV), at each timestep.

B. Experimental Setup

The experiments were conducted on a workstation with
a 3.40GHz CPU, 377GB RAM, and 2 Nvidia 1080 GPUs.
The PyTorch deep learning library ( [36]) was used for all
experiments. The generator’s input vector size for all datasets
was set to (100, 1). The generator and discriminator both
contained three repeated transformer blocks. The learning rates
for the generator and discriminator were set to 1e − 4 and
3e − 4, respectively. An Adam optimizer with β1 = 0.5 and
β2 = 0.999, and a batch size of 32 for both generator and
discriminator were used for all experiments. The value of
λ in equations 1 and 2 was set to 1, and the value of λgp

in equation 6 was set to 10. These parameter values were
selected based on available computation resources, practical
experience, and GAN model training conventions. It is pos-
sible that case-by-case parameter tuning may lead to better
synthetic data quality, but our GAN model outperforms other
state-of-the-art models even with these general setups. The real
and synthetic data samples were saved to matrix files, and the
Wavelet Coherence scores were computed using MATLAB.

C. BioSGAN Evaluation

We evaluate our proposed model using several qualitative
and quantitative metrics and compare its performance with
multiple state-of-the-art time-series GAN models.

1) Qualitative analysis: Fig. 4 displays samples of raw
data visualization of both real and synthetic signals. Due to
page limitations, only a few real and synthetic signals from
a few data categories are plotted. The first two rows of plots
are synthetic jumping and sitting down data generated from
the UniMiB human activity recognition dataset. These two
examples were selected from a total of 9 categories. It was
observed that the real data samples within a category had sig-
nificant pattern variability due to being collected from multiple
subjects. Surprisingly, the BioSGAN model could successfully
capture such different patterns and generate a similar synthetic
dataset. The bottom two rows of plots are from the MIT-
BIH Arrhythmia ECG dataset. A single BioSGAN model was
used to generate five categories of synthetic data. From these
plots, it was observed that the BioSGAN model could generate
multiple categories of data at once, and all of them were of
relatively high quality.

From the plots, however, it was noticed that the synthetic
signals were noisier than the real signals, and data quality
might be affected by how complex the original real dataset
was. Further studies may be warranted to determine the cause
of such noise, although a post-processing filter can be applied
to the generated signals to reduce it.
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Fig. 3: The PCA and t-SNE visualization for real and synthetic data
generated by BioSGAN. (a) Jumping, (b) Running, (c) Sitting Down.
Red dots denote real samples, blue dots denote synthetic samples.

To further illustrate the qualitative similarity between the
real data and synthetic data, visualizations of data point
distributions mapped to two dimensions using Principal Com-
ponent Analysis (PCA) and t-distributed Stochastic Neighbor
Embedding (t-SNE) were plotted in Fig. 3. In these plots,
each dot represents a real or synthetic data sample (sequence)
value after dimensionality reduction. Red dots represent real
data samples, and blue dots represent synthetic data samples
generated by BioSGAN. The top row displays PCA plots from
each data category, and the bottom row displays t-SNE plots.
Although PCA and t-SNE reduce data dimensions differently,
it was observed from these plots that the dots from real data
and synthetic data followed a similar distribution per class,
indicating that the original high-dimensional real and synthetic
data samples shared similarities.

To compare the fidelity of BioSGAN synthetic data with
other baseline models, we plot a PCA and t-SNE examples
from the MIT-BIH dataset in Fig. 5. The Non-ectopic heartbeat
signals are the easiest ones to generate compared with other
categorical data we used in this paper. From the plots, we
can see that the other baseline models all failed to generate
synthetic data that have a very similar distribution to the real
data.

More visualization graphs and comparison with other state-
of-the-art works can be found in appendix.

2) Quantitative analysis: We employ the Wavelet Coher-
ence score, as introduced in section III-D, as a quantitative
measure to demonstrate the similarity between a set of syn-
thetic signals and a set of real signals. A higher score indicates
a higher degree of similarity between the two sets. Addi-
tionally, we use the discriminative score introduced by [12]
as an alternative similarity metric. This metric is computed
by training a time-series classification model to differentiate
between sequences from the original and generated datasets,
with a smaller score indicating higher quality synthetic data.
Table I presents the metric scores obtained from multiple
datasets.

We evaluated the performance of our BioSGAN model
against several baseline models using various categories of
data with different data properties. Specifically, we chose the

Wavelet Coherence score (the higher the better)
Models SittingDown Jumping Non-Ectopic FusionBeats

C-RNN-GAN 41.10 40.29 30.44 25.51
RCWGAN 39.90 38.85 29.72 22.97
TimeGAN 40.45 39.42 31.55 21.98

SigCWGAN 41.60 41.02 31.36 22.87
TTS-GAN 43.92 47.64 45.30 55.64
BioSGAN 45.07 47.64 47.79 58.34

Discriminative score (the lower the better)
Models SittingDown Jumping Non-Ectopic FusionBeats

C-RNN-GAN 0.308 0.304 0.189 0.493
RCWGAN 0.294 0.311 0.483 0.499
TimeGAN 0.261 0.217 0.464 0.312

SigCWGAN 0.310 0.308 0.413 0.491
TTS-GAN 0.294 0.167 0.107 0.380
BioSGAN 0.191 0.057 0.162 0.261

TABLE I: Quantitative evaluation of state-of-the-art time-series
GANs using the wavelet coherence and discriminative score metrics.

Class Method Precision Recall F1-score
Non-Ectopic Imbalanced 0.94 0.99 0.97

Beats (normal) Augmented 0.97 0.97 0.97
Superventrical Imbalanced 1.00 0.15 0.25
Ectopic Beats Augmented 0.67 0.67 0.67

Ventricular Imbalanced 0.78 0.72 0.75
Beats Augmented 0.82 0.79 0.81

Unknown Imbalanced 0.80 0.25 0.38
Beats Augmented 0.39 0.75 0.51

Fusion Imbalanced 0.98 0.82 0.89
Beats Augmented 0.98 0.89 0.89
Average Imbalanced 0.9 0.59 0.65
Average Augmented 0.76 0.81 0.77

TABLE II: The classification scores of training a classifier on the
original, imbalanced dataset and on an augmented version of the
dataset with synthetic data added to the minority classes.

Sitting Down and Jumping sets from the UniMiB dataset and
the Non-Ectopic Beats and Fusion Beats from the MIT-BIH
Arrhythmia dataset. For each dataset, we trained a BioSGAN
model and used it to generate synthetic data with target labels
as inputs. We computed quantitative scores based on the
similarity between a set of real data and a set of synthetic
data from each dataset. The results in Table I indicate that, in
most cases, our BioSGAN model outperformed the baseline
models. This suggests that our GAN models can generate more
realistic synthetic signals than the other GAN models. Notably,
the rankings of performance are consistent with those reported
in a previous study ( [13]).

D. Predictive Power of Synthetic Data

In this experiment, we investigate the effectiveness of using
synthetic data to improve the performance of a deep learning
model on an imbalanced training set. Specifically, we focus
on the MIT-BIH Arrhythmia dataset, which contains five
classes of electrocardiogram (ECG) signals with severe class
imbalance with ratios of approximately (0.83 : 0.03 : 0.07 :
0.01 : 0.07) corresponding to five classes, Non-Ectopic Beats
(normal), Superventrical Ectopic Neats, Ventricular Beats,
Unknown Beats, and Fusion Beats. Except for the Non-
Ectopic Beats, the other four classes represent some abnormal
heartbeats that should be as much as possible to be diagnosed..
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Fig. 4: A visual comparison of real data (left) and their corresponding synthetic data (right) generated by BioSGAN.
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Fig. 5: PCA plots (top row) and t-SNE plots (bottom row) showing the distribution of data generated by different GAN models for synthetic
Non-Ectopic Beats. Red dots denote real data samples, and blue dots indicate synthetic ones.

We train a convolutional neural network (CNN) model to
classify the input ECG signals into one of the five classes.
Although the model achieves an average testing accuracy of
93% on the imbalanced dataset, the recall scores for the
minority classes, such as Superventricular Ectopic Beats and
Unknown Beats, are low, indicating that the model fails to
recognize most of these abnormal heartbeats.

To improve the performance of the model on minority
classes, we augment the original training set by adding syn-
thetic data generated by our BioSGAN model to each minority
class. We construct the augmented training set to have a more
balanced sampling ratio of approximately (5 : 1 : 1 : 1 : 1).
The performance of the CNN model is then evaluated on the
augmented testing set.

Table II shows that the recall rates and F1-scores for the
minority classes have significantly improved after adding the

synthetic data to the training set. This experiment demonstrates
the predictive power of the synthetic data generated by our
BioSGAN model. Synthetic data can be used as a substitute
for real data in classification tasks and can be effective in
improving the performance of a deep learning model on
imbalanced datasets.

V. CONCLUSION

In this study, we proposed a transformer-based label-guided
GAN model for generating multi-dimensional time-series data
of arbitrary length. The model employs label information as
a conditional restriction to guide the GAN model to generate
time-series data of multiple classes, leveraging transfer learn-
ing effects from the different classes. We used various visual
comparison methods to demonstrate the similarity between the
original data and the synthetic data, and quantitative metrics to
compare with other existing time-series GANs. Our proposed



method showed a significant advantage compared to existing
methods.
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APPENDIX

A. A Study of Conditional GAN Label Embedding Strategies

Since synthetic time-series data are hard to interpret, we can
not easily know which label embedding strategy will perform
best when building a conditional GAN model. Therefore,
we choose a simple machine learning dataset, MNIST [37],
trying to help us derive the best label embedding strategy. To
mimic the signal-generating process, we flatten the MNIST
digit images to 1D vectors. These vectors can be viewed as
sequential inputs to the GAN models. We test a combination of
label embedding methods to generate vectorized digit images.
Then we reshape these vectors to the original image size and
evaluate their fidelity. We listed a few experimental results
of generated digit images with different label embedding
strategies in Fig. 6.
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Fig. 6: Conditional Label Embedding strategies.

Strategy 1: Concatenate label embeddings to both Genera-
tor and Discriminator inputs on a linear-GAN. In this exper-
iment, we build a GAN model in which both the generator
and discriminator only contain a few fully-connected layers.
In this strategy, the embedded label vectors are concatenated
to the end of the input vectors. For example, if the generator
input is a 1D vector of size (100, 1) and the embedded label
is a 1D vector of size (10, 1). The label-embedded input to
the generator will be a 1D vector of size (110, 1). The plots
in Fig. 6b show that this strategy generated digit images that
are recognizable but contain a lot of noise.

Strategy 2: Add label embeddings to both Generator and
Discriminator inputs on linear-GAN. In this experiment, we
use the same linear GAN model as strategy 1. But instead of
concatenating label embedding to the input data, we sum their
values together. For example, if the generator input and em-
bedded label are both 1D vectors of size (100, 1), we add these
two vectors together to get another vector that also has the size
(100, 1). The idea is similar to the strategy commonly used
by Transformer models for embedding positional encoding to

the input tokens. However, from the images in 6c, we can see
such a strategy does not work well for label embedding.

Strategy 3: Concatenate label embeddings to both Gen-
erator and Discriminator inputs on a Convolutional Condi-
tional GAN (CNN-GAN). In this experiment, we build a
Conditional GAN with convolution layers to generate cat-
egorical digit images. The label embedding information is
concatenated to the image feature maps as a separate chan-
nel. For example, after the Convolution layer transforma-
tion, the input image vector is reshaped to a feature map
with the size (Channel, height, width). The label embedding
information is also shaped by a linear layer with the size
(1, height, width). Then, we concatenate them to a feature
map with the size (Channel+1, height, width). The images
in 6d show that this strategy generates an acceptable quality
of synthetic digit images.

Strategy 4 (Our method) Concatenate label embedding
only to the Generator and add a classification head on the
Discriminator. We use the same concatenation method and
CNN-GAN model architecture as in strategy 3. But instead of
adding label embedding information to both the generator and
discriminator, we only these information to the generator and
let the discriminator classify the input categories. The images
in 6e show that this strategy produces the best generated image
quality over all the other strategies.

Besides the strategies mentioned above, we also tested
many other label embedding combinations and GAN model
architectures. We summarize the experimental findings as
follows:

1) Concatenating label embedding to both the generator
and discriminator inputs is a naive way to build a
conditional GAN model. It may work but does not
perform equally well on different model architectures.

2) Adding label embedding instead of concatenating, as in
the transformer positional encoding, is not a practical
solution for label embedding.

3) The minimum distortion rule applies. The label embed-
ding should be concatenated with the input data with as
little information as possible.

4) The more complex the GAN network, the better syn-
thetic data ability it will generate.

5) Concatenating label embedding to the generator and
adding a category classification head to the discriminator
overall performed best on all kinds of GAN model
architectures that we tested.

B. Wavelet Coherence Similarity Metric

Wavelet coherence (wcoh) [24] measures the correlation
between two signals. The wcoh of two time-series vectors x
and y is:

wcoh =
|S(C∗

x(a, b)Cy(a, b))|2

S(|Cx(a, b)|2) · S(|Cy(a, b)|2)
(9)

where Cx(a, b) and Cy(a, b) denote the continuous wavelet
transforms of x and y at scales a and position b. The
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Fig. 7: MIT-BIH Arrhythmia ECG dataset real and synthetic signals fusion heatmaps. The top row images are from real signals, and the
bottom row images are from synthetic signals. x-axis: signal timesteps; y-axis: signal microvolt (mV) value at each timestep. (a) Non-Ectopic
Beats, (b) Superventrical Ectopic, (c) Ventricular Beats, (d) Unknown, (e) Fusion Beats.

(a) NIRS raw signals. (b) NIRS Wavelet Coherence
plot.

Fig. 8: NIRS signals and their corresponding wavelet coherence plot.

superscript ∗ is the complex conjugate and S is a smoothing
operator in time and scale. Wavelet coherence is useful for
analyzing non-stationary2 signals. The inputs x and y must be
of equal in length, one-dimensional real-valued signals. The
coherence is computed using the analytic Morlet wavelet.

We use an example of finding coherent oscillations in
human brain activities to better illustrate the properties of
the Wavelet Coherence (wcoh) metric [38]. Fig. 8a shows
two human subjects’ brain activities recorded as near-infrared
spectroscopy (NIRS) data [39]. When recording the data, the
subjects are cooperating on a task repeated periodically for
approximately 7.5 seconds. However, by looking at these two
raw signals, we can hardly tell any similarities between them.
When using the wcoh metric to compute the correlation be-
tween these two signals, we can easily observe some common
behaviors that co-exist between these two subjects. Fig. 8b
shows a wavelet coherence plot of the two signals plotted in
Fig. 8a. In Fig. 8b, the x-axis shows the length of these two
signals, which is around 400 seconds. The wcoh computation
process will decompose a non-stationary sequence into many
stationary sequences, and each stationary sequence has a
constant frequency and phase. Therefore, if we look at the y-
axis of this wavelet coherence plot, we can see that these two
signals are decomposed into many sequences with multiple

2A signal is said to be non-stationary if its frequency of spectral contents
is changing with respect to time.

periods3. We can see that in period 1, these two signals show
a high correlation over the whole 400 seconds. It represents
the cardiac rhythms of the two subjects, which are commonly
similar among human beings. In addition, we can observe a
strong correlation at around the period of 7-8 within 100-300
seconds. It represents the two subjects periodically doing the
same task every 7.5 seconds.

C. Visualizations with fusion maps

In Fig. 7, we plot five different categories of real and
synthetic Arrhythmia ECG signals to fusion maps. Each fusion
map is a combination of 1000 raw signals from a data category.
We segment around 35-50 timesteps that are most meaningful
for diseases diagnosing from each signal and draw the fusion
maps. Those maps are represented as heatmaps where the
brighter color indicates more data points having similar values.
From these plots, we can see a similar data value distribution
of real signals and synthetic signals. Since the 1000 signal
samples we used to draw the fusion maps are randomly
selected from the real and synthetic sets, their signal value
distribution may be slightly different. For example, (a) and (c)
real and synthetic fusion maps look a little different.

This fusion map strategy is a more direct way to observe
data points’ value distribution from multiple signals. It works
well for ECG signals, but it may fail to picture such similarities
when a category of data has multiple dimensions and has
various signal patterns, such as the signals from the UniMiB
datasets.

3The period is inversely proportional to frequency.
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