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A Multilevel Body Motion-Based Human
Activity Analysis Methodology

Kamrad Khoshhal Roudposhti, Jorge Dias, Paulo Peixoto, Vangelis Metsis, and Urbano Nunes

Abstract—Human body motion analysis is an initial procedure
for understanding and perceiving human activities. A multilevel
approach is proposed here for automatic human activity and
social role identification. Different topics contribute to the devel-
opment of the proposed approach, such as feature extraction,
body motion description, and probabilistic modeling, all com-
bined in a multilevel framework. The approach uses 3-D data
extracted from a motion capture device. A Bayesian network
technique is used to implement the framework. A mid-level body
motion descriptor, using the Laban movement analysis system,
is the core of the proposed framework. The mid-level descrip-
tor links low-level features to higher levels of human activities,
by providing a set of proper human motion-based features. This
paper proposes a general framework which is applied in auto-
matic estimation of human activities and behaviors, by exploring
dependencies among different levels of feature spaces of the body
movement.

Index Terms—Bayesian programming (BP), human activ-
ity analysis, Laban movement analysis (LMA), multilevel
framework.

I. INTRODUCTION

HUMAN movements can be interpreted to recognize
different human activities and behaviors. This paper

proposes a multilevel framework for body motion-based
human activity analysis. This paper addresses feature extrac-
tion, descriptive representation of human body motion,
and probabilistic-based human activity analysis with dif-
ferent levels of complexity. Previous studies on auto-
matic human activity analysis can be categorized as
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follows: 1) individual-based [19], [25], [26]; 2) human–object
interaction (H-OI) [13], [27] and human-human interac-
tion (H-HI) [24], [43], [49]; 3) context-based [46], [50]; and
4) social context-based [22], [44]. These studies lead us to
conclude that there is a meaningful connection between the
different levels of analysis. Thus, we propose a multilevel
framework, which deals with all mentioned categories of
human activity analysis. The approach is built according to
a bottom-up structure, where each level uses outputs from
the level preceding it. In the design and implementation of
the proposed methodology it is required to define appropriate
feature spaces and to use an adequate technique for model-
ing dependencies among different feature spaces in different
layers.

A. Related Work

Automatic monitoring of human activities has application
in areas such as surveillance, eldercare, social behavior analy-
sis, and human–robot interaction (HRI). A significant amount
of research has been published regarding human activity anal-
ysis using body motion-based features. Table I lists a set of
relevant research works that address different body motion-
based analysis approaches for different levels of human
activities.

The lowest level of human motion analysis does not really
recognize any type of human activities, but simply identifies
motion primitives for specific application contexts, such as:
rehabilitation [14], HRI [60], and choreography [55]. These
motion primitives can be categorized as: simple context-free
actions (Walking, Running, Rising, Sitting, etc.), gestures, and
sign languages. Each one of these types of motion primitives
was solved with respect to different applications: gesture for
HRI [40], sign language [23], [53], and simple movements for
surveillance [25].

In our daily activities, interaction with objects is very
common, so researchers have proposed methods able to per-
ceive this interaction. Up to now this was done always
in the context of specific application scenarios, such as:
eldercare [13], [17], [20], surveillance [50], scene understand-
ing [27], [46], [58], and HRI [24]. Some of these studies
solved the problem by using individual human simple activity
level information [17], [46], [50], [58], while others recognized
H-OI without individual activity level of analysis.

At the same level as H-OI we can have H-HI analysis,
which is a much more complex problem since there are at least
two people involved in the analysis. Ryoo and Aggarwal [49]
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addressed H-HI by analyzing individual lower level activi-
ties. A similar approach was followed in [46], but considering
a 3-D-based analysis. Kelley et al. [24] did this analysis
without having individual human activity estimation. The
highest mentioned level of analysis in this paper is human
behavior analysis in a social context. Jayagopi et al. [22]
estimated social behavior using low-level features (LLFs)
extracted from sequence of images of human movements.
Roudposhti et al. [47] used human primitive motion-based
information of people in a mid-level analysis to estimate social
behaviors.

The most recent trend in the literature is to analyze different
levels of human activities in a single model. One of the reasons
for this is the existence of meaningful dependencies between
features of different levels of analysis that can be connected
in a bottom-up fashion [46]. Outputs of each level can be used
as inputs for higher level analysis. However, each level has its
own informative description for a specific application.

B. Contribution

The main contribution of this paper is the proposal of a
generalized framework for analyzing different types of human
activities. In contrast to other works, our approach deals with
all the mentioned levels of analysis. We studied a few rele-
vant issues with respect to this framework, addressing feature
extraction, human activity, and social behavior modeling. We
explain how the body-motion-based features can be analyzed,
and we propose a multilevel approach able to deal with the
above mentioned levels of human activities.

The idea of having a generalized framework for human
activity analysis came from our previous studies on modeling
different types of human activity: simple human movement
analysis [25], human activity analysis (H-OI and H-HI) [43],
and social behavior analysis [47]. Based on these previous
studies, we propose the multilevel human activity analysis
framework shown in Fig. 1. It is composed of the following
main modules:

1) LLFs extraction (e.g., body parts acceleration signals);
2) laban movement analysis (LMA) parameters estima-

tion (a mid-level analysis introduced in Section II-A),
(e.g., body parts motion characteristics);

3) human movement estimation (e.g., Walking and Sitting);
4) interpersonal behaviors (IBs) estimation (e.g., the person

is interested or active in a conversation);
5) activity estimation (e.g., Reaching and Hand Shaking);
6) social role (SR) estimation (e.g., he/she is a leader or

not in a conversation).
The remaining of this paper is organized as follows.

Section II presents some background materials and meth-
ods necessary to understand the proposed framework, while
Section III provides a case study that introduces the used
experimental setup. Section IV presents the used body motion-
based feature extraction methods. The use of the Bayesian
programming (BP) formalism (introduced in Section II-B) for
modeling the multilevel human activity analysis framework
is described in Section V. Finally, Section VI presents some
experimental results obtained using the proposed framework.

Fig. 1. Diagram of the proposed multilevel framework for human activ-
ity analysis that shows the different level of human movement information
dependencies in a bottom-up strategy.

II. BACKGROUND MATERIAL

This section presents a brief introduction to two pow-
erful techniques used in the formulation of our proposed
multilevel approach: 1) the LMA method, a well-known
human movement descriptor and 2) BP.

A. Laban Movement Analysis

The LMA method was proposed by Hutchinson [21] for
describing, annotating and interpreting human movement in
the field of choreography. The LMA method defines five
components: 1) body; 2) space; 3) effort; 4) shape; and
5) relationship. These components can be used for analyz-
ing motion-based human activities, such as communicative
gestures [41], [63], individual movements [25], and human
action and interaction [43]. Space and Shape components
provide interpretation of human movement in the spatial
domain. Space describes body parts trajectories in a 3-D ref-
erence plane, while Shape describes the whole human body
(as a blob) deformation in three planes (frontal, horizon-
tal, and sagittal). The Effort component embeds the dynamic
quality of the human movement, the feeling tone, the tex-
ture, and how the energy is being used. For example, it can
describe if the motion of a human body part is sudden or
sustained (Effort-Time), light or strong (Effort-Weight), direct
or indirect (Effort-Space), and bound or free (Effort-Flow).
The Relationship component defines the existent connections
between human body and the environment or scene [21].
We will present how this component plays an important
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TABLE I
LIST OF RELATED WORK WITH RESPECT TO THEIR LEVEL OF ANALYSIS IN HUMAN-MOTION-BASED ACTIVITIES

0

1

0

6
8
49

47

Fig. 2. Structure of a Bayesian program, as described in [5].

role to model the connections of the human body with its
surroundings, for estimating higher level information.

B. Bayesian Programming

BP is a methodology proposed by Bessière et al. [5],
which allows the formulation of probabilistic models in a
consistent and easy to interpret manner. Bessière et al. [5]
showed the capability of the BP methodology to specify
different probabilistic models. Fig. 2 presents the BP for-
malism structure, which consists of the following two main
parts.

1) Description: Declarative part to present a joint distribu-
tion with a set of variables, given previous knowledge
and experimental data. It is divided into the following
sections:

a) specification: preliminary knowledge:
i) pertinent variables: relevant variables defined

in the joint distribution;
ii) decomposition: a probability distribution;

iii) forms: either parametric forms or questions to
other Bayesian programs;

b) identification: explains about the dataset;
2) question: for estimating a probability distribution of the

form P(Searched | Known).
For more details about the technique, the reader may refer
to [5].

III. CASE STUDY

Real world intelligent systems, like social robots, need to
analyze different types of human activities, assuming a natural
HRI. A methodology that address jointly all human activity
levels, mentioned in Table I, is not found in the literature.
In this paper, we contribute with a new methodology (with
roots in our previous works [25], [46], [47]) to deal with a
rich ensemble of human motion-based activities. The different
types of activities are categorized in a set of complexity levels:
LMA as a body motion descriptor (Section II-A), human indi-
vidual movement (Section V-A), human activity (H-OI and
H-HI) (Section V-B), IB, and SR (Section V-C).

Fig. 1 shows a general structure and information process-
ing flow of the proposed multilevel human activity analysis
framework, and Fig. 3 presents the framework for our case
study, in which two persons are involved, highlighting the dif-
ferent levels of feature extraction and estimation modules. The
LMA method, used at the mid-level of analysis, parametrizes
body motions with a set of descriptions and connects the LLFs
level to higher layers of analysis. LMA is a system that pro-
vides proper body-motion-based features for the higher level
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Fig. 3. Flow of information processing for the proposed framework for body motion-based human activity analysis (P1 and P2 denote the first and second
person).

of analysis, which minimizes redundancy. The LLFs extrac-
tion methods are defined based on the LMA components. In
Section IV, first, the LMA components are described, then, we
explain the feature extraction methods for each of them. With
respect to Fig. 3, each level of human activity is analyzed,
modeled and implemented step-by-step. The type of move-
ments and activities addressed in each of the mentioned levels
are different. Thus, separate datasets for each of the mentioned
levels of analysis, are recorded for learning/training and testing
process.

A. Experimental Setup

In our experiments, an Xsens motion tracking suit (wearable
sensor) has been used to collect skeleton tracking information
of human body (see Fig. 4). The suit contains 17 inertial
measurement units (IMUs) and comes with a specialized soft-
ware which reconstructs motion from IMU measurements and
provides 3-D trajectories of body parts motion. The output of
the motion tracker is an XML file for each recording session.
The XML file contains the 3-D position, velocity, acceleration,
angular velocity, and angular acceleration of human body parts
(head, hands, and feet) for a maximum of 120 frames/s. For
each layer of our multilevel approach, specific experiments
were performed with the aim of analyzing the performance of
each level of analysis separately. A sliding window technique
is used in the feature extraction process. The dataset used in
our experiments (Fig. 4), which includes data regarding differ-
ent human activities performed by different actors, is publicly
available under the designation of 3-D-UC motion dataset [1].

IV. BODY MOTION-BASED FEATURE EXTRACTION

Human body motion analysis is a complex task given the
diversity and dynamics of body movements. To analyze and
understand human movements, we need not only to have data
regarding the trajectory pbp(t) of each body part bp in time t,
but also data regarding velocity vbp(t) ≡ ṗbp(t), acceleration

Fig. 4. Diagram of our motion capture setup, using the Xsens motion cap-
ture system. The diagram also shows the steps from capturing the motion to
modeling it using our methodology for activity recognition.

abp(t) ≡ p̈bp(t), frequency contents F(abp(t)), and interrela-
tion between body parts motions R(pbp

i (t), pbp
j (t)) (where i

and j denote indexes of different body parts). Taking as an
example the movements of punching and hand pointing, the
corresponding hand’s trajectories are similar but their timing
and energy profile are significantly different.

LMA is used to describe human movement for extracting
proper features of human movements for various applica-
tions. The proper LLFs for estimating LMA components,
can be divided into frequency and spatial-based features;
frequency-based features are used for the Effort component
while spatial features are used for the Shape and Relationship
components [25], [43].

A. Frequency Domain

The Effort component of LMA is the component that is
characterized in the frequency domain [25]. Effort deals with
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Fig. 5. (a) Two PSD signals obtained from the 3-D acceleration signals of
the five parts of the body for walking and rising movements. (b) Histogram
for a single body part movement, showing the definition of some frequency
sub-bands on the PSD signals for six different individual actions: Walking,
Running, Sitting, Rising, Falling down, and Standing.

the dynamics of human motion, representing how a movement
is performed by the person. For instance, the Effort distin-
guishes movements that are similar in space, like punching
and pointing movements. In this case, the difference resides
in the dynamics of the movements. The Effort, as described
by the LMA, has different factors, with two bi-polar states for
each of those factors. Effort.time is one of the factors, which
is analyzed in the frequency domain, based on acceleration
signals of body motions in 3-D space.

For a sequence of Ns acceleration samples {abp[n]}Ns of a
continuous acceleration signal a(t), an estimate of its power
spectral density (PSD) can be obtained by calculating its
periodogram

P̂x
(
e jω) = 1

Ns

∣∣X
(
e jω)∣∣2

(1)

where ω = 2π f rad/s, and

X
(
e jω) =

Ns−1∑

n=0

abp[n]e−jωn (2)

is the Fourier transform of that data sequence.
In practice, a fast Fourier transform (FFT) algorithm is used

to compute (2). We use an approach proposed in [26], which
divides the frequency domain of the PSD signal into a set of
frequency bands as shown in Fig. 5(b). To define the feature for
a specific movement and body part we consider the peak values
of the first four bands. This feature will be used to estimate
the Effort component for each of the human movements of
interest.

B. Spatial Domain

In this domain, we are looking for two kinds of features:
1) environment-dependent and 2) environment-independent

features. Environment independent features are used for ana-
lyzing human movement, while the environment dependent
ones are needed to explore human action and interaction
in a scene. LMA defines components for the both cate-
gories. Regarding environment-independent features, Shape
and Space LMA components are used, while for the
environment-dependent ones the LMA Relationship compo-
nent is used [43].

1) Shape Component: The Shape component characterizes
the deformation of the human body in the frontal, hori-
zontal, and sagittal planes. The qualities used to describe
the deformation of human shape on each one of the three
planes are

PlaneFrontal ∈ {Sinking, Still, Rising}
PlaneHorizontal ∈ {Enclosing, Still, Spreading}
PlaneSagittal ∈ {Retreating, Still, Advancing}.

The change in shape in the frontal plane is modeled by the
following equation:

�H =
N∑

t=2

((
zphead

(t) + zpfeet
(t)

)
−

(
zphead

(t−1) + zpfeet
(t−1)

))
(3)

where zphead
(t) and zpfeet

(t) denote positions of head and feet (the
lower foot) in the z-axis at time t, respectively. �H describes
the variation in height during head movement, and N denotes
the total number of samples contained in the sliding window.
�H is used to estimate Shape.frontal Sv qualities.

2) Relationship Component: For context-based features,
two parameters of the Relationship component were applied
(for details see [43]): Toward and Away and Contact or Touch.

a) Toward and away relationship: A performer may ges-
ture toward or away from a part of his body, another person,
an object, or a part of the place [21]. The Toward Relationship
has three states: 1) Positive; 2) Still; and 3) Negative. These
states are used to represent the iteration status of a person with
an object or another person in a scene (�D).

b) Contact or touch relationship: When a part of body
is active in producing a touch or contact to another part, an
object, or another person [21]. Some activities involve a con-
tact between two entities (e.g., a body-part and an object), for
example: grasping a glass, handshaking, pushing or kicking an
object, etc. Contact qualities can be estimated using the 3-D
distance between the two entities (body-part and/or objects).
This relationship assumes two possible states: 1) Connected
and 2) Disconnected, which can be inferred using a threshold
on the difference of distance between two entities [43].

V. HUMAN ACTIVITY MODELING

Human activity depends on the context, scenario or envi-
ronment, where it is being performed. Human activity has
different levels of complexity:

1) body parts motion such as gestures and sign language;
2) movements such as Walking, Running, and Sitting;
3) actions such as Reaching, Following, and Spreading;
4) H-OI such as Grasping and Touching;
5) H-HI such as Hand Shaking and Punching;
6) social behavior such as Leading and Emphasizing.
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In this paper, we propose a bottom-up strategy through a mul-
tilevel framework to estimate each one of the mentioned types
of activities, utilizing the well known advantages of Bayesian
networks (BNs) [43], [45]. BP is used [5], [28] to model the
features of interest and their dependencies on each level of
the BN. The approach followed will be briefly explained in
Section II-B.

A. Human Activity Analysis—Individual Case

Human movement understanding is an important key for
analyzing human activity. The difference between a human
motion (movement) and an action is that the action needs a
context or previous knowledge, and there is a relation between
human movement and the environmental parameters, while a
movement is free of context and of the human-environment
mentioned relation [6]. Since, the contextual information is not
relevant in the individual case, the positions of the human body
parts are the only input variables to our approach. Depending
on the application, information relating to certain parts of the
body is more important than information from other body-
parts. For example, for gait recognition, leg motion is the
relevant cue; for sign language recognition, hands are the rele-
vant body part; while in body gestures, several body parts are
involved, especially head and hands.

More than a couple of decades ago, a considerable
amount of work focused on human motion analy-
sis [2], [7], [33], [34], [39], [59]. Gavrila [15] presented
different methodologies that categorized 2-D and 3-D
approaches using or not using an explicit model of shape.
His work pointed to a couple of directions of related research
regarding tracking in 3-D and action recognition. LLFs can
be extracted from 2-D (image domain) or 3-D data.

In general, specific applications have been addressed and so
specific features have been considered in published research
studies. For instance, different pieces of information from
a sequence of images are used for detecting a set of out-
door activities in [30], a set of indoor human behaviors [4],
and a set of human activities in a shopping space [37].
The mentioned studies tried to extract the features needed
for their specific purposes, which limits the generalization
of their model. Thus, we have been used LMA components
as mid-level information in our framework, that can provide
generic features for higher level analysis in different applica-
tions [9], [42], [63]. Based on the previous studies [26], [42],
and after examining different existing data types (trajectory,
velocity, acceleration, etc.), acceleration signals were selected
as the data source of the LLFs extraction, as described
in Section IV.

Next, our approach for human movement modeling and
corresponding experimental results are presented.

Step 1 (Modeling): Since, it is supposed to use different
components of LMA for the modeling process, a flexible mod-
eling approach such as BN is most suitable for preparing
a human motion framework to fuse the various features in
various domains (frequency and spatial) into a single model.
The three abstract levels (LLFs, LMA, and human movement
levels) and the dependencies are modeled in a BN framework,

Fig. 6. Human movement analysis diagram. It presents the three layers: LLF,
LMA, and human movement and their dependencies.

as can be seen in Fig. 6. In LMA layer of the framework, two
independent parallel BNs for Effort and Shape components are
provided, which are fused in the next layer to estimate human
movements.

FFT-based features ( f bp
i ), are discretized into four states

{No, Low, Medium, and High}, as defined in [25]. Effort-Time
subcomponent {Ef bp

time}, for each body part, has two states:
1) Sustained and 2) Sudden. �H (3) is categorized into three
states {Up, Still, and Down} [43].

The Bayesian model consists on estimating values for
P(LMA|LLFs) (probability of the parameters of LMA given
the observed features), and P(M|LMA) (probability of a move-
ment given the LMA parameters) [25]. Fig. 7 presents the
details of the Bayesian program corresponding to the proposed
human movement model.

Step 2 (Experimental Results): Data regarding
predefined movements was used to evaluate the pro-
posed method (Table II). The dataset [1], which contains
ten samples for each type of human movement (Walking,
Running, Sitting, Rising, Falling, and Standing) in different
durations, was used in the evaluation process. The data (body
parts position and acceleration signals) was recorded using a
motion tracker suit. The recorded data was segmented using
a sliding window approach. The size of the window is one
second, and there is a half second overlap between consecu-
tive windows. Table II summarizes the results obtained using
the proposed framework.

B. Human Activity Analysis—Context-Based

This section analyzes human activities by exploring the
relations between a human movement and the environment.
The proposed features related to human movements (trajec-
tory, velocity, acceleration, etc.) have been used for human
movement and activity analysis, but the interfeatures rela-
tionship is the factor for analyzing different types of human
actions and interactions. The relationship can be categorized
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Fig. 7. Bayesian program for the human movement model.

TABLE II
CLASSIFICATION RESULT USING BODY-CENTERED-BASED FEATURES IN

BOTH FREQUENCY AND SPATIAL DOMAINS(Effort AND Shape)

in three levels: 1) between body parts; 2) human and envi-
ronmental objects; and 3) human with human interaction. For
instance, in a Walking action, there is a relation between legs
and hands movements which is very important for perform-
ing the action. In another example, when clapping hands,
there is a relation of proximity of two body parts; in this
case the two hands. This notion also occurs between a body
and an external object, such as Reaching to or Sitting on a
chair, and also between two people, such as Punching, Hand
Shaking, etc. In this paper, the mentioned relationships are
analyzed for different human activities. LMA proposes a valid
component for analyzing those relationships. Modeling those
relationships, is a big challenge that our approach attempts
to tackle.

1) Context-Based Analysis: Human activity analysis can
be categorized as context-free-based and context-based. In
context-free-based approaches the model is independent of
scene parameters, and just relies on the features belonging
to the person. However, in reality, context-based features
play a very important role in analyzing human activities.

For example, when a person is approaching a chair, the
likelihood that the person intends to sit on the chair
is high.

As Delaitre et al. [10] described since object detection is a
widely studied topic in computer vision, analyzing the relation
between human movements and the existent objects around,
can produce valuable information for human daily activities.

The question we can pose is: which level of human move-
ment information might be useful, and how can a general
framework be defined for analyzing any possible H-OIs. In
this context, both the lowest level information such as body
parts motions and the higher ones such as human interac-
tions can be useful. A complex model is needed to deal with
all this information. Thus, hierarchical frameworks have been
proposed aiming to deal with the inherent complexity of the
models and provide integrated and scalable solutions [3], [46].

Gupta et al. [16] tackled the H-OI problem, based on 2-D
images. They were focused more on the computer vision prob-
lems raised by the mentioned applications, and used human
hand trajectory information to analyze H-OIs (reaching and
manipulation). Their proposed Bayesian model cannot deal
easily with other types of activities. Thus, we propose a hierar-
chical model to deal with the problem. There are a number of
works using 3-D-based human movement analysis [8], [31],
and also in 3-D virtual applications [12], achieving good
performance, but they only focus on simple human move-
ments classification. The LMA system is used in [43], to
define proper human motion patterns and human-scene rela-
tions (Relationship) to analyze human activities. Next, we
present our approach for context-dependent human activity
modeling, and our experimental results when applying it to
classify different activity types.

Step 1 (Modeling): The new level of analysis (human activ-
ity or interaction), is built on top of the previous model which
was designed for human individual movement analysis. The
Bayesian graphical model for the proposed system is illus-
trated in Fig. 8, which presents the dependencies between the
different levels of information.

In the highest level, we estimate the probability of each
human activity, given the movement states probabilities of both
persons p1 and p2, and the relation between person p1 and the
two defined objects (p2 which is other person and o1 which is
a chair). Equation (4) presents the Bayesian rule which models
these dependencies

P
(
Ip1|Mp1, Mp2, Rp1−p2, Rp1−o1

)

= P
(
Ip1

)
P
(
Mp1|Ip1

)
P
(
Mp2|Ip1

)
P
(
Rp1−p2|Ip1

)
P
(
Rp1−o1|Ip1

)

P
(
Mp1

)
P
(
Mp2

)
P
(
Rp1−p2

)
P
(
Rp1−o1

)

(4)

where Ip1, Mp1, and Rp1−o1 denote person p1’s Activity,
Movement, and Relationship with respect to object o1, vari-
ables, respectively. P(Mp1|Ip1) denotes the estimation of
Movement’s states of person p1 probabilities given the proba-
bility of its Ip1 states.

In (4), the variables which are considered as inputs: Mp1,
Mp2, Rp1−p2, and Rp1−o1 are estimated in the previous level of
analysis. For instance, (5), which was proposed in the previous
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Fig. 8. Hierarchical framework for scene understanding. There are frequency-
based and spatial-based features in LLF’s level. LMA’s level contains Effort
and Shape components for people and the Relationship component. In the
movement level, there are two movement classes belonging to person 1 and 2
given their corresponding Effort and Shape components, respectively. Finally,
activity states are estimated given both person 1 and 2 movement classes
and the existent Relationship states {R} between people and object (o1)
probabilities.

level of analysis, was used to model human movement

P
(

Mp1|Ef bp
p1 Sv

p1

)
=

P
(
Mp1

)
P
(

Ef bp
p1 |Mp1

)
P
(

Sv
p1|Mp1

)

P
(

Ef bp
p1

)
P
(

Sv
p1

) (5)

where Ef bp
p1 and Sv

p1 denote the Effort component of LMA for
bp (body part) of person p1, and the Shape component of LMA
for person p1 in frontal plane, respectively. bp is the index
of body parts which are used (hands, feet, and head). Finally,

P(Ef bp
p1 ) and P(Sv

p1) denote the probability of Effort and Shape
components of LMA, respectively. Fig. 9 presents the details
of the Bayesian program corresponding to the proposed human
activity model.

Step 2 (Experimental Results): The motion tracker pro-
vides body parts positions, with respect to a global reference
set of positions which is obtained in the sensors calibration
step. Based on that global reference other objects of interest
positions in the scene, are estimated (see Fig. 10). Ten dif-
ferent sequences (each sequence contains more than 1000
frames) are collected for each type of human movement, which
performed within the context of different defined actions and
interactions. The actions and interactions, which are listed
in Table III, are defined in a scenario which contains two
persons and a chair. For instance, a Reaching action can occur
when a person is walking to reach the second person or the
chair. However, a Sitting action can only occur when a person
is going to sit on a chair. Thus, the activities that can be
related to H-OI are Reaching, Spreading, Sitting, and Standing,
and to H-HI are Reaching, Spreading, Hand-Shaking,
and Pushing.

Fig. 9. Bayesian program for the human activity model.

Fig. 10. Scene showing a person performing an activity (sitting) in the real
world (left), and its 3-D representation provided by the motion tracker suit
(right).

The classification results obtained can be seen in Table III.
The overall performance proves that the context-based knowl-
edge improves the accuracy of the model (from 92.22% to
96.80%) by reducing the false detections which were obtained
in [43]. As it can be seen, between human-chair and H-HI
there is no false detection. However, there are still some false
detections between those similar context-based activities and
especially between most of the classes with the Other class,
which represents activities other than the ones listed in the
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TABLE III
CLASSIFICATION RESULTS IN PERCENTAGE [46] (RCH:REACH,

SPD:SPREAD, STD:STAND, HSK:HAND SHAKING,
PSH:PUSH, AND OTH:OTHER)

table. Most of those false detections happen in the bound-
ary between two classes, mostly because of the use of sliding
window-based segmentation approach. When a sliding window
occurs in a boundary (transition of one activity to another one),
the new class of activity is considered in the ground truth, how-
ever, the sliding window may contain more signal belonging to
the previous activity, than new one. However, Santos et al. [51]
proposed an adaptive sliding window approach to solve this
problem.

C. Human Activity Analysis—Social Context-Based

Human behavior analysis in social context is a recent
relevant field of study, which explores complex dynamic pro-
cesses (SRs, relationships, etc.) in people’s interaction and
communication. There is a meaningful relation between non-
verbal features (body motions, facial, and vocal expression)
and social behaviors, which has been studied by psychologists
for decades [57].

For the purpose of automatic social behavior analysis, stud-
ies have been conducted in both social and computer sciences,
giving birth to a new interdisciplinary field social signal
processing [56]. Several studies attempt to estimate social
behaviors based on nonverbal features, such as: electroen-
cephalogram (EEG) responses and eye gaze [52], prosodic
features [35], prosodic and facial expressions [18], facial
and verbal expressions [29], and visual motion and acoustic
features [48].

Pentland [38] proposed a set of definitions for interpret-
ing a number of IBs with respect to both psychology and
artificial intelligence sciences. Some of the recent relevant
works concerning social behavior estimation include: empathy
behavior [29], frustration and delight smiles [18], valence and
arousal emotions [52], approach-and-avoidance behavior [48],
dominance patterns [22], natural, supporter, protagonist and
attacker SRs [11], [62], mimicry expression [54], activation,
valence and dominance emotional trends [32], and four IBs
mentioned in [38] evaluated in [44] and extended to estimate
an SR in [47].

Our approach to interpret complex human movement pat-
terns in interpersonal activities reflects the multilevel frame-
work we assumed, so two steps of analysis are proposed. The
first one explores the richness of the LMA components in find-
ing the existent dependencies between human body motions
for each one of the defined IBs (Interest, Indicator, Empathy,

TABLE IV
BRIEF DESCRIPTION OF IBS WITH THEIR STATES, AND THEIR

RELEVANT LMA COMPONENTS, AS SHOWN IN [44]

TABLE V
RELEVANT IBS STATES FOR THE LEADING

ROLE, AS INTRODUCED IN [38]

and Emphasis). In the second one, we estimate “Leading” SRs
by fusing the previously obtained four IBs.

Next, we present our approach for social context-dependent
human movement modeling, and our experimental results
when applying it to classify different IBs.

Step 1 (Modeling): IBs are analyzed by defining the depen-
dencies between body-motion-based features of people during
a conversation scenario [44]. However, SRs are a higher level
of information than IBs [38]. To fill the gap between the
nonverbal-based features (voice and body motion) and SRs,
a set of IBs were proposed by Alex Pentland’s group

IB ∈ {Indicator, Interest, Empathy, Emphasis}. (6)

By combining these IBs, a number of SRs, like Searching,
Teaming, Listening, and Leading, were defined [38]. In this
paper, we estimate the Leading SR by analyzing the IBs
obtained using the LMA components.

The proposed framework with three levels is presented in
Fig. 11. LMA information for each person, in a face-to-face
interaction context, is obtained in the first layer. Afterwards,
IBs are estimated given the LMA features. Finally in the last
layer, the SR is analyzed given the IBs. Table IV presents a
brief description of the considered IBs, showing their respec-
tive states and related relevant LMA components, obtained in
our previous work [44].

Based on Pentland’s [38] definition about the SRs, the
Leading role is described as a combination of attention,
interest and great focus in thought and purpose. Thus, the IBs
states, related with the Leading role, are described in Table V.
As it can be seen, Empathy was not considered as an effective
IB for the role.

By analyzing Tables IV and V, we conclude that the Effort
component is the most important feature for the analysis of
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Fig. 11. Multilevel model used to estimate SRs from IBs.

the Leading role. This is the reason why we only considered
the Effort component as an input feature to analyze the IBs.

In [44], the dependencies between LMA and Pentland’s def-
initions were explored, and a Bayesian model for each one of
the IBs was proposed.

SRs present different types of relationships between peo-
ple in any community. In [38], several examples are proposed
to illustrate how the SRs can be estimated by combining IBs.
Fig. 11 presents a diagram of the proposed system. The estima-
tion of the SR is performed by finding the Bayesian rule that
maximizes (7) as a function of the previously estimated IBs

P

(

SR |
∏

l=1:k

IBl

)

(7)

where l, k, IBl, and SR denote the IB index (for the four
IBs), the number of IBs, the lth IB, and the performed SR
(Leading) variable. Fig. 12 presents the corresponding BP for
the proposed Leading SR model.

We tested the model using H-HI scenarios. For the case
of having more than a couple of persons, LMA components
for each person will be estimated separately, and in paral-
lel. Interest and Emphasis variables are analyzed individually
and independently, but Empathy and Indicator variables need
an interaction between two subjects to be estimated, which
increases the complexity of the modeling process. To sim-
plify the modeling process the “influence model” technique
was used, as proposed in [11].

Step 2 (Experiments): In this step, the motion tracker suit
is used to collect the 3-D positions of several body parts. Ten
actors wore the suit and performed arbitrary conversations [1].
Table VI shows the list of the participants with respect to their
nationality, level of education, and age range. All the partici-
pants are male. The output of the suit sensors was stored in an
XML file in each trial. Each one of the ten actors performed
three trials in different arbitrary scenarios, either in the role
of leading or not-leading the conversation.

The correct classification rate for Indicator, Interest,
Empathy, Emphasis, and Leading role were 86.5%, 96.5%,
72.5%, 97.5%, and 90.5%, respectively. The results proved

Fig. 12. BP for the Leading role model.

TABLE VI
LIST OF PARTICIPANTS IN OUR DATASET (NP: NUMBER OF PEOPLE)

that by using frequency-based features in LMA space, the
accuracy of IBs recognition module improves, making the sys-
tem more precise than the previous approach [44] (from about
77% to 88%). More details about the SR analysis can be found
in [47].

VI. MULTILEVEL FRAMEWORK

In this section, we present how the different levels of anal-
ysis, described in Section V, can be interconnected. This
process establishes a multilevel framework to deal with these
levels. In previous sections, the modeling and experiment steps
for each level, were described. Since, each level is built on top
of the previous ones, we propose a hierarchical framework that
consists of all of the previously mentioned levels, as can be
seen in Fig. 13. It should be noted that, when a new level of
analysis is added on top of a previous one, a learning pro-
cess is needed just for this new level. The proposed multilevel
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Fig. 13. Proposed multilevel framework for analyzing human movement,
action and behavior in different levels, for human–human and human–object
interaction-based scenarios.

Fig. 14. Diagram showing the different levels of the estimation process for
an H-HI scenario, where a user is walking to reach another one to perform a
handshake [1].

framework analyzes all those different levels of human activ-
ities, with each level of analysis being represented by a set of
semantic descriptions which can become useful for a variety
applications.

A. Sample Scenario

To showcase a sample application of the proposed frame-
work, we select an example of an activity, where a person
walks toward another one, who is in front of him, to perform
a handshake. Fig. 14 illustrates this scenario, representing all
considered levels of the estimation process. After extracting

Fig. 15. Sequence of probabilistic results for a human action/interaction
analysis.

a set of features, the first level of analysis is the estima-
tion of the LMA parameters probabilities for both persons
[Effort.time of body parts, Shape.frontal, Relationship param-
eters (Away/Toward and Connected/Disconnected)]. Each
person’s LMA parameters are used to estimate individual
movement probabilities. However, to recognize the IB states
for each person, the LMA parameters probabilities of both
persons are considered. Then, we use the movement proba-
bilities of both persons together with the LMA.Relationship
parameters to estimate the action/interaction states probabili-
ties. Finally, the SR states are estimated by using the IB states
probabilities. Fig. 15 shows a sequence of estimations for the
human action/interaction level of analysis for the mentioned
scenario.

Table VII presents the information obtained in several
consecutive frames, for all levels of the estimation steps rep-
resented in Fig. 14. Looking into the results in Table VII, at
frame number 300, it can be seen that the Effort.time of the
feet and the right hand are in the sudden’s state, however,
the left hand and the head are in the sustained’s state, while
Shape.frontal of the person is in still’s state. These states of
the LMA parameters mean that walking’s class has the highest
probability in the movement level. Since, the Relationship.T/A
is in Toward’s state, and the Relationship.contact is in discon-
nected’s state, it can be inferred that the person is walking to
reach the other person, thus, the Reaching class has the high-
est probability in the action/interaction level. The obtained IB
states cause the probability of the Leading state to be slightly
higher than the opposite one, probably because of having high
probability in consistent’s state from IB.Emphasis.

At frame number 360, the Effort.time of the feet and left
hand are in sustained state, but the right hand in sudden.
The Shape.frontal of the person has remained in the Still’s,
thus, the Standing is estimated as the one with the high-
est probability in the movement level. The Relationship.T/A
of the person has remained slightly in Toward’s state, how-
ever, the Relationship.contact is in connected state, thus, the
system detected the Hand Shaking with the highest proba-
bility in the action/interaction level. In the IB level, there is
high probability in Mimicry’s state in the IB.Empathy, which
is understandable because of the hand shaking activity. The
IB.Indicator and the IB.Interest are estimated in the same state
as the previous time, but with higher probability, however, the
IB.Emphasis remains in the same condition. These changes of
the IB states result in estimating the Leading of the SR as
having higher probability than the state in the previous time.
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TABLE VII
DIFFERENT LEVELS OF BODY-MOTION-BASED INFORMATION FOR A

PERSON WALKING TO REACH ANOTHER PERSON TO PERFORM A

HANDSHAKE. THE PARAMETERS VALUES OF TWO CONSECUTIVE

POSITIONS OF A SLIDING WINDOW ARE SHOWN

Normally, during walking, all limbs are in sudden state for
their Effort.time parameter. In the first step of the previous
example (frame number 300) the left hand was in sustained
state while in walking movement, however, the system could
still estimate the movement correctly. This is one of the advan-
tages of the BN-based multilevel framework which can deal
with uncertainty, and imperfect data from lower levels.

VII. CONCLUSION

This paper presents a general framework for the analysis
of human activities, taking into account possible interactions

with the surrounding environment. Human movement dynam-
ics and their relations with other objects in a scene, need to be
explored by intelligent systems like robots, in real world appli-
cation scenarios. For understanding a human behavior during
their interaction with another person, object or scene, several
levels of analysis are involved. Thus, a multilevel framework
is proposed to provide an understanding of the probabilistic
causes that lead to an effect. This understanding could also be
beneficial for the maintenance and extension of the probabilis-
tic models. An intelligent system, like a robot, can link to each
of those levels of information for performing an appropriate
interaction with its environment.

The contribution of this paper is that it combines different
levels of human activity into a multilevel framework, where
the interactions between these levels are modeled. For this
purpose, a mid-level human motion descriptor, the LMA, is
used and formulated to fill the gap between LLFs and higher
level human activities. Since, the level of the LMA parameters
is close to the LLFs, thus, an accurate estimation of the LMA
parameters can be obtained. Depending on these parameters,
the relevant LLFs of different human motions can be defined,
which reduces data redundancy. A BP approach is used to
model the dependencies in different level of analysis.

A short review about the relevant issues involved in human
activity analysis was conducted to explore how the body
motion-based human activities, in different levels, can be mod-
eled using a multilevel framework. The proposed framework
takes advantage of a hierarchical approach, dividing a complex
problem into simpler ones, making the system more feasible.
We believe that semantically defined multilevel analyses, like
the one we propose, will be suitable for helping intelligent sys-
tems in the decision making process of future social/assistive
robots, in several applications.
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