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Abstract

In cluster computing, a service provider must allocate
necessary computing resources for large-scale scientific
computations to process a customer’s service request
according to a service level agreement (SLA) that is a set
of quality of services (QoS) and a fee agreed between a
customer and a service provider. Thus, Resource allocation
is a challenging but very necessary problem in cluster
computing. In an effort to maximize a service provider’s
profit, it is commonplace and important to prioritize
customer services in favor of those who are willing to pay
higher fees. In this paper, we consider a set of computing
resources owned by a service provider who serves differ-
entiated customer services subject to an SLA for scientific
applications that often require parallel computation. The
QoS defined in the paper includes percentile response time
and cluster utilization. We present an approach for optimal
resource allocation in cluster computing systems in that we
minimize the total cost of computing resources owned by a
service provider while satisfying multiple priority customer
service requirements. Our simulation experiments show
that the proposed approach is applicable to the resource
allocation in a cluster computing system with multiple
customer services.

Key words: Cluster computing, priority-type customer
service, scheduling theory, resource allocation, and per-
centile response time

1 INTRODUCTION

Resource allocation plays a crucial role in computing

systems including a cluster computing system that is a

group of linked computers, working together closely thus

in many respects forming a single computer. Cluster com-

puting has become an ideal parallel computing paradigm

used in solving large-scale scientific problems. In an ef-

fort to maximize a service provider’s profit, it is common-

place and important to prioritize customer services in favor

of those who are willing to pay higher fees, so that they can

receive faster services, see McWherter et al. [10]. Thus,

priority-type resource management plays a key role in such

a computing system (see Menasce and Casalicchio [11]).

In the research, we consider a priority-type resource

allocation problem in cluster computing where a service

provider processes petascale service request jobs for busi-

ness customers by using a set of computing resources called

cluster nodes shown in Figure 1. In order to achieve best

performance, we often need to process such service jobs in

parallel. Here, a customer represents a business entity that

generates a stream of service request jobs at a specified rate

to be processed by a service provider’s resources according

to QoS requirements and a given fee defined in an SLA. A

simple intuition here is that the higher fee a customer pays

the faster it receives service. Thus, we classify those users

who are willing to pay the same amount of fee for their ser-

vices as one type of customer, called a customer of class j.

Such users generate a stream of service requests issued at

a specified rate. We assume that there are R different fees

paid by all the users in the cluster computing system. That

is, there are R classes of customers in the system. Thus, all

the users that belong to customers 1, 2, · · · , R generate mul-
tiple streams of service requests at multiple specified rates

and these service streams are simply called priority-type

customer (service) requests. Moreover, we consider a pre-
emptive resume priority discipline in the paper. That is, the

service of a class r2 customer can be interrupted if a higher-

priority customer of class r1 (r2 > r1) arrives during its
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service. The interrupted customer resumes its service from

where it stopped after the higher-priority customer, and any

other customers with priority higher than r2 that may ar-

rive during its service, complete their service. Also, any

customers with the same priority complete their services in

order of arrival, i.e., first-in-first-out (FIFO).

In a cluster computing system as shown in Figure 1, a

service provider owns a group of linked cluster nodes to

process parallel computation in support of multiple cus-

tomer service requests (e.g., see Aron et al. [1], Heath et al.

[6] as well as Xiao and Ni [18]). The priority-type resource

allocation problem occurs in multiple customer service re-

quests in the computing system. A service request job is

transmitted to each cluster node sequentially. Upon the

completion of a service request job at the service provider,

the final result is sent back to the customer. Cluster nodes

are the service provider’s computing resources such as pro-

cessors and cluster servers/machines as discussed in Shin et

al. [16] as well as Xiao and Ni [18] and they have the abil-

ity to work together for processing customer service jobs.

For presentation simplicity, we explicitly regard each node’s

computing resources as cluster servers. Meanwhile, “com-

puting resource” and “server” are used alternatively in this

paper.

The priority-type resource allocation problem is to min-

imize the overall cost of the service provider’s computing

resources of each node allocated to the multiple customers

in terms of the number of servers at each cluster node while

satisfying multiple customers’ QoS requirements defined in

an SLA and a fee that is negotiated and agreed between

the customer and the application provider in the SLA. QoS

requirements may include a variety of metrics in perfor-

mance, availability, and security. In the research, we con-

sider the QoS metrics below: (1) Percentile response time-

γ% (0 ≤ γ ≤ 100) of the time the response time, i.e., the

time to execute a multiple-type service request job, is less

than a pre-defined value. Specifically, a statistical bound on

its response time than an average response time is consid-

ered since an average response time is heavily influenced by

“outliers”; (2) Cluster utilization-It is the percentage of the

time that the cluster node is utilized. They are typical QoS

metrics used in an SLA (e.g., see Martin and Nilsson [8]

and INTERNAP [9]). As stated in Xiong and Suh [20], a

customer is in general concerned about response time rather

than throughput (e.g., in the case of online shopping, a con-

sumer often concerns with the time to receive his/her order

after an order is put). Thus, throughput is not included in the

research. Figure 1 extends the model in Xiong and Suh [20]

into a novel prioritized service model that addresses mul-

tiple customer services, showing the ability to address the

complexity of a cluster computing system.

In this paper, we formulate the priority-type resource

allocation problem as a constrained optimization one.

Through modeling multiple customer services in each clus-

ter node as a priority queue, we first develop a way to cal-

culate the percentile response time of a priority-type service

request job and cluster utilization. Then, we further present

a QoS-guaranteed algorithm to solve the priority-type re-

source allocation problem in cluster computing by provid-

ing the solution of the constrained optimization problem

in an expression of the number of servers required in each

cluster node. To the best of our knowledge, our study is the

first attempt to analytically solve the priority-type resource

provisioning problem under the consideration of percentile
response time and cluster utilization for priority-type clus-

ter computing systems. Our method is to first model the

multiple customer services in such computing systems as

a queueing network, and then to characterize and quantify

the above performance metrics so that the solution of the

priority-type resource problem is achieved.

The rest of the paper is organized as follows. In Section

2 we formulate the priority-type resource allocation prob-

lem with the SLA performance metrics. In Section 3 we

model the priority-type service request jobs processed in

SLA-based cluster computing as a queueing network and

give an approximation approach to computing the percentile

response time of each priority-type customer service request

job in the queueing network. We further propose a QoS-

guaranteed algorithm for solving the priority-type resource

allocation problem subject to an SLA. Related work is pre-

sented in Section 4. Numerical experiments are given in

Section 5. In the end, we conclude our results in Section 6.

2 The Priority-type Resource Allocation
Problem

The priority-type resource allocation problem is con-

cerned with the customer service request jobs depicted in

Figure 1 where a priority-type service request job is trans-

mitted to m cluster nodes within a service provider. For

presentation simplicity, assume that there is only one type

of cluster server associated with cost cj within each clus-

ter node. If there are multiple types of servers, each clus-

ter node should be decomposed into several individual sub-

nodes so that there is only one type of servers with the same

cost within each sub-node. Furthermore, denote by Nj the

number of servers at node j (j = 1, 2, · · · , m).

Then, the priority-type resource allocation problem is to

minimize the overall cost of the computing resources re-

quired while satisfying multiple customer service require-

ments in a cluster computing system. More precisely, the

multiple customer resource allocation problem is quantified

by solving for dj in the following provisioning problem:

I = min
d1,··· ,dm

⎡
⎣ m∑

j=1

dj cj

⎤
⎦ (1)
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Figure 1. Customer Service Request Jobs in SLA-based Cluster Computing

subject to SLA constraints, where dj represents the number

of servers required in cluster node j and thus its value is

1, 2, · · · , or Nj , each server associated with cost cj . For

presentation simplicity, we only consider R = 2 in the pa-

per. Performance and a service fee are the two most im-

portant components for a variety of SLAs in high perfor-

mance computing such as cluster and grid computing to

support parallel computing for multiple customer service

applications. As discussed in Section 1, we only consider

percentile response time and cluster utilization for the QoS

performance requirements and a fee in this paper.

Denote by fT (r)(t) and FT (r)(t) the probability and cu-

mulative distribution functions of response time T (r) with

priority class r (i.e., pdf and CDF), respectively. Denote by

T
(r)
D the desired target response time that a priority class r

customer agrees upon with its service provider based on a

fee paid by the customer. Thus, the percentile response time

is quantified in the following expression:

FT (r)(t) =
∫ T

(r)
D

0

fT (r)(t) dt ≥ γ(r)% (2)

That is, γ(r)% of the time a customer will receive its service

in less than T
(r)
D .

As discussed in Section 1, we consider cluster utiliza-

tion and the percentile of response time as the SLA perfor-

mance metrics in the research. The cluster utilization is the

percentage of the time that the cluster node is utilized. Its

formulation will be given in Section 3.1. The priority-type

resource allocation problem can be formulated as the fol-

lowing integer optimization problem.

The Priority-type Resource Provisioning Problem in
Cluster Computing:

Find integers dj (0 ≤ dj ≤ Nj ; j = 1, 2, · · · ,m) in

the m-dimensional provisioning problem (1) under the con-

straints of I ≤ CD, the percentile response time as ex-

pressed by FT (r)(T (r)
D ) ≥ γ(r)%, and the cluster utiliza-

tion satisfying ρj ≤ ζj% and ρoverall ≤ ζ%, respectively,

where CD is a fee negotiated and agreed upon between a

customer and the service provider, ρj is the average clus-

ter utilization of node j, and ρoverall is the average clus-

ter utilization of all the cluster nodes within the service

provider. Parameters ζj and ζ are pre-defined values in the

SLA (j = 1, 2, · · · ,m).

3 The QoS-guaranteed Approach for Solv-
ing The Priority-type Resource Allocation
Problem

We model the priority-type service model depicted in

Figure 1 as a queueing network presenting the path that ser-

vice request jobs have to follow through the cluster nodes’

resources owned by the service provider. The queueing net-

work is depicted in Figure 2. We refer to the queueing

network model as a priority-type service request job model

since it describes the computing resources used to provide

computing services to respond a priority-type customer’s

service jobs.

As shown in Figure 1, the priority-type service request

job model consists of a single infinite server, and m service

provider’s stations or simply called nodes. (Without any

confusion station and node are alternatively used in the pa-

per.) These nodes are numbered sequentially from 1 to m.

After a customer service job exits from the single infinite

server, it will continue to be served at all m cluster nodes.

Upon completion of its service at the m-th node, a customer

service job may exit the queueing network with probability

α, or may return to the beginning the queueing network with

probability 1−α, which characterizes the retransmission of

a service request job within the service provider depicted in

Figure 2.

We model each cluster node j as a single multiple-

class priority queue, each providing a service at the rate

ψ
(r)
j (dj)μ

(r)
j (r = 1, 2, · · · , R), where ψ

(r)
j (dj) is a known

function of dj and depends on the configuration of servers
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Figure 2. A Service Request Job Model

at each cluster node under study with ψ
(r)
j (1) = 1, and R is

the number of priority classes. ψ
(r)
j (dj) is non-decreasing

and can be inverted, i.e., (ψ(r)
j )−1 exists. For instance,

suppose that a cluster represents a group of CPUs for the

service model as discussed in [16]. Then, ψ
(r)
j (dj) can

be seen as a CPU scaling factor for the number of CPUs

from 1 to dj . According to [2], ψ
(r)
j (dj) = (ε(r)

j )log2 dj ,

where ε
(r)
j is a basic scaling factor from 1 CPU to 2. So,

(ψ(r)
j )−1(dj) = (ε(r)

j )− log2 dj . Furthermore, let Λ(r) be the

external arrival rate to the infinite server due to customer

service jobs, and let λ(r) and λ
(r)
j be the effective arrival

rates to the infinite server and station j, j = 1, 2, · · · ,m.

We assume that all service times are exponentially dis-

tributed and the external arrival to the infinite server occurs

in a Poisson fashion.

The infinite server represents the total propagation delay

from the first cluster node through the m-th cluster node.

The first station in Figure 2 models the architecture and el-

ements (i.e., servers) of the first cluster node in Figure 1.

The j-th station in Figure 2) (j = 2, 3, · · · , m) models the

architecture and elements of the j-th cluster node in Figure

1.

We have the traffic equations: λ(r) = Λ(r) +(1−α)λ(r)
m

and λ
(r)
j = λ(r) that implies λ

(r)
j = λ(r) = Λ(r)

α , and

the utilization of each station is ρ
(r)
j =

λ
(r)
j

ψ(r)(dj)μ
(r)
j

=

Λ(r)

αμ
(r)
j ψ(r)(dj)

(j = 1, 2, · · · ,m). Note that the infinity

server has the same effective arrival rate as node j. De-

note by p(t) and pj(t, ψ(r)(dj)μ
(r)
j ) the pdfs of response

time at the infinity server and node j, and LX(r)(s) and

L
X

(r)
j

(s, ψ(r)(dj)μ
(r)
j ) its corresponding Laplace transform

at the infinite server and node j respectively, where X(r) is

the service time at the infinite server, and X
(r)
j is the time

elapsed from the moment a service request job arriving at

node j to the moment it departs from the node.

3.1 The QoS-guaranteed Algorithm for
The Priority-type Resource Alloca-
tion Problem

Our approach for solving the priority-type resource al-

location problem is to first compute performance metrics:

percentile response time and cluster utilization, and then de-

velop an QoS-guaranteed algorithm to solve a constrained

optimization that is formulated from the resource allocation

problem. In order to calculate the percentile response time,

we need to derive the Laplace-Stieltjes transforms (LST) of

the probability distribution of the response time.

Let T (r)(k) be the response time of k-th visit at the in-

finite server, the first node, the second node, ..., and m-th

node for class r customer jobs. Then, T (r)(k) is considered

as the sum of the response time of the k-th pass at the infi-

nite server plus the response time of the k-th pass at all the

m stations for class r customer jobs:

T (r)(k) = X(r) + X
(r)
1 + X

(r)
2 + · · · + X(r)

m

where each cluster node is assumed to be independent of

each other for class r customer jobs. That is, the waiting

time of a service request job at a station or a node is in-

dependent of its waiting times at other stations or nodes.

Thus, the total response time of a service request for class r
customer jobs is

T (r) =
∞∑

k=1

p(k)T (r)(k)

where p(k) is the steady state probability that a request will

circulate k times at the infinite server and the j-th station

through the computing system. p(k) is determined by

p(k) = α(1 − α)k−1

Therefore, the LST of the response time T (r) for class r
customer service jobs is:

LT (r) (s) =

αLX(r) (s)Πm
j=1L

X
(r)
j

(s, ψ(r)(dj)μ
(r)
j )

1 − (1 − α) LX(r) (s)Πm
j=1L

X
(r)
j

(s, ψ(r)(dj)μ
(r)
j )

(3)

where LX(r)(s) and L
X

(r)
j

(s, ψ(r)(dj)μ
(r)
j ) (j =

1, 2, · · · ,m) are the LST of the response time X(r)

and the response time X
(r)
j .

We then compute the probability distribution fT (r)(t)
and the cumulative distribution FT (r)(t) of the response

time T (r) by inverting LT (r)(s) and LT (r)(s)/s respec-

tively, that is,

fT (r)(t) = L−1 (LT (r)(s)) and FT (r)(t) = L−1

(
LT (r)(s)

s

)
(4)
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Notice that fT (r)(t) and FT (r)(t) are usually nonlinear func-

tions of t and dj . Thus, the priority-type resource allo-

cation problem is an m + R-dimensional linear optimiza-

tion problem subject to nonlinear constraints. It is much

more difficult to solve this problem compared to the one for

single-class service jobs in Xiong and Suh [20]. However,

the complexity of the problem can be significantly reduced

by postulating that the utilization of each node in Figure 2

should be the same for all nodes. That is, we find the opti-

mum value of d1, · · · , dm such that

ρ
(r)
1 = · · · = ρ(r)

m
def
= â(r)

where ρ
(r)
j =

λ
(r)
j

ψ(r)(dj)μ
(r)
j

is the average cluster utilization

of the j-th node (j = 1, 2, · · · ,m). This is called the bal-
anced condition. (We note that in production lines, it is

commonly assumed that the service stations are balanced

whose further justification can be found in Xiong [19]). Un-

der this condition, it follows from (3) that

LT (r) (s) =

αLX(r) (s)

�
L

X
(r)
j

(s, ψ(r)(dj)μ
(r)
j )

�m

1 − (1 − α)

�
L

X
(r)
j

(s, ψ(r)(dj)μ
(r)
j )

�m (5)

Note that either a high-priority or a low priority customer

is only served at time. Thus, ψ(1)(dj)μ
(1)
j should be con-

sidered as the same as ψ(2)(dj)μ
(2)
j , simply referred as to

ψ(dj)μj where no priority class is explicitly stated. Due

to the preemptive-resume priority, the waiting time for the

high-priority jobs (class 1) is the same as in the single class

FIFO M /M /1. Thus, LX(r)(s) is the LST of the service

time D(r) given by

LX(r)(s) =
λ(r)

s + λ(r)
(6)

and

L
X

(1)
j

(s) =
ψ(1)(dj)μj(1 − ρ

(1)
j )

s + ψ(1)(dj)μj(1 − ρ
(1)
j )

(7)

and L
X

(2)
j

(s) is the LST of the low-priority response time

given by

L
X

(2)
j

(s) =
(1 − ρj)δ

(1)
j

1 − ρj δ
(1)
j

(8)

due to (25) in Xiong and Perros [19], where

ρ
(r)
j =

λ
(r)
j

ψ(r)(dj)μj
, ρj =

λ
(1)
j +λ

(2)
j

ψ(r)(dj)μj
, δ

(1)
j =

ηj−
�

η2
j−4 ψ(1)(dj)λ

(1)
j μ

(1)
j

2 ψ(1)(dj)λ
(1)
j

, and ηj = s+λ
(1)
j +ψ(1)(dj)μ

(1)
j

for j = 1, 2, · · · , m. Simliar to Xiong [19], we can derive

the percentile response time for priority r customer services

with r > 2.

Furthermore, the cluster utilization at cluster node r is

given by

ρj =
R∑

r=1

λ
(r)
j

ψ(r)(dj)μ
(r)
j

=

∑R
r=1 λ

(r)
j

ψ(dj)μj
=

∑R
r=1 Λ(r)

αψ(dj)μj

=
Λ

αψ(dj)μj

def
= â

where Λ =
∑R

r=1 Λ(r).

Furthermore, the priority-type resource allocation prob-

lem is equivalent to the following 1+R dimensional mixed

optimization one:

min
â, e(r); r=1,··· ,R

I(â, e(1), · · · , e(R)) (9)

subject to the requirements of the percentile response time

and the cluster utilization, where I(â, e(1), · · · , e(R)) is

equal to

m∑
j=1

cjψ
−1

(
Λ

αâ μj

)
+

R∑
r=1

e(r)c(r)
e

That is, we reduce the dimensionality of the priority-type

resource allocation problem from m + R to 1 + R.

Moreover, the overall cluster utilization owned by the

service provider is

ρoverall(â) =
âm

1 − (1 − α)âm
(10)

As presented in the priority-type resource allocation

problem, the constraint of cluster utilization at each node

is expressed as ρj(âj) =
∑R

r=1 ρ(r)
j(âj) ≤ ζj%, and

the constraint of the average cluster utilization of all

the cluster nodes within the service provider is given by

ρoverall(âu) =
∑R

r=1 ρ(r)
overall(â) ≤ ζ%. To ensure the

cluster utilization guarantees, we require that âj = â ≤
ζj% and âm

1−(1−α)âm ≤ ζ%. This implies that

â ≤ min
{

ζ1%, · · · , ζm%, m

√
ζ%

1 + (1 − α)ζ%

}
(11)

The Algorithm for Ensuring QoS-guaranteed Services
in Priority-type Cluster Computing:

a. Find â(r) in the following minimization problem of

a percentile response time and its corresponding op-

timum values of d
(r)
j where d

(r)
j are integers:

â
(r)
min ← arg min

â(r)
FT (r)(t)|t=T D

subject to the constraint: FT (r)(t)|t=T D ≥ γ(r)% at

â(r) = â
(r)
min, where FT (r)(t) is given by (4). Then,
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the optimum values of d
(r)
j for the percentile response

time guarantee are given by

d
(r)
j = (ψ(r))−1

(
λ

(r)
j

â
(r)
min μ

(r)
j

)

for j = 1, 2, · · · ,m and r = 1, 2, · · · , R.

b. Calculate â given in (11) to ensure the guarantees of

cluster node utilization. Their maximal values a
(u)
j for

stations 1, 2, and 3 are computed by

a
(u)
j =

∑R
r=1 λ

(r)
j

μj
max

{
(ζj%)−1, m

√
1 + (1 − α)ζ%

ζ%

}

Thus, its corresponding optimum values of d
(u)
j are

equal to d
(u)
j = ψ−1

(
a
(u)
j

)
for j = 1, 2, · · · , m.

c. Calculate the maximum values dM
j such that

dM
j = max{d(1)

j , · · · , d
(R)
j , d

(u)
j }

and then we choose the optimum values of dj as dM
j ,

i.e., dj = dM
j where j = 1, 2, · · · ,m.

d. Let e(r) = e
(r)
min. Check if 0 ≤ dj ≤ Nj , 0 ≤ e(r) <

1, and I ≤ CD are satisfied, where j = 1, 2, · · · ,m
and r = 1, 2. If yes, the obtained dj is the opti-

mum number of servers required at each cluster node.

That is, the service provider should allocate at least dj

servers at each cluster node to ensure the SLA guar-

antee for multiple customer service jobs. Otherwise,

the priority-type resource allocation problem subject

to the SLA cannot be solved. In this case, the ser-

vice provider will inform the customer “We need to

re-negotiate the SLA.”

Denote by T1 the run-time for the inversion of the LST

and T2 the time to find â(1) except the time to invert the

LST of the response time, respectively. As seen before, the

second one is an one-dimensional minimization problem.

Thus, T2 is relatively smaller than T1. Furthermore, the

total run-time for the QoS-guaranteed algorithm is O(T1 +
T2 + m).

As discussed before, the total run-time for the QoS-

guaranteed algorithm is mainly determined by O(T1),
which depends on the number of function evaluations re-

quired for each value of t that is varied in each numerical

approximation method for the inversion of a Laplace trans-

form. In our numerical experiments in Section 5, it took a

couple of minutes to complete the evaluation.

Moreover, we must point it out that if we require

that each node has the same pre-defined ζj in the QoS-

guaranteed algorithm, then the constraints of ρj(âj) ≤
ζj% (j = 1, 2, · · · ,m) reduce to the only one constraint:

ρ1(â1) ≤ ζ1%, due to the above proposition.

4 Related Work

Job scheduling has a long history. It has been extensively

studied. In particular, almost all desktop and laptop comput-

ers sold today use dual-core and quad-core chips. Servers

and special purpose processors have even much more cores.

The largest shift toward parallel computing has now oc-

curred. Thus, the resource allocation questions in the paper

plays an important role in not only parallel computation but

also other areas. Many real-world problems can be mod-

eled as scheduling problems. For example, the relationship

between jobs and computing resources is similar to the one

between the following pairs: students and teachers, patients

and doctors, as well as ships and docks. Only a few schedul-

ing problems have been shown to be tractable, that is, they

are solvable in polynomial time. For the remaining ones, the

only way to secure optimal solutions is usually by enumer-

ative methods, requiring exponential time. The scheduling

problem becomes even more difficult when a priority-type

discipline is imported due to the consideration of multiple

customers.

In the research, we study a job as a stream of multiple

customer service requests in priority-type cluster comput-

ing systems (see McWherter et al. [10]). Liu et al. [7] has

considered the problem of multiple heterogeneous resource

allocation for a single job. It is an one-to-many matching

problem under the constraints of application specific global

aggregations, for example, total memory sizes and proces-

sor capacities.

In the literature, one usually considers the average or
mean response time of a job stream in a queue with prior-

ities as a performance metric (see Martin and Nilsson [8]).

For example, Miller [12], Mitrani and King [13], and Ngo

and Lee [14]. Miller [12], and Ngo and Lee [14] obtained

the mean response time for each priority class by partition-

ing into blocks and “super-blocks,” based on the number of

customers in a queue. This is because an average metric

value is relatively easy to calculate. However, customer is

more inclined to request a statistical bound on its response

time than an average response time (see Martin and Nils-

son [8]). A statistical bound on its response time is a per-

centile response time. Hence, we use it as a performance

metric in the research. As shown in the paper, we show

that the calculation of the percentile response time is equiva-

lent to finding the distribution of response time for multiple-
priority customer services.

Many existing studies have been done for resource al-
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location in a variety of computing systems subject to the

constraints of a variety of QoS metrics such as response

time, cluster utilization, or packet loss rate (e.g., see He et

al. [5] and Menasce and Casalicchio [11]). He et al. [5] has

studied optimizing static workload management for multi-

cluster computing systems based on average response time

and mean miss rate .

5 Experimental Examples

We will use the above QoS-guaranteed algorithm to

solve the priority-type resource allocation problem subject

to an SLA where QoS metrics include priority-type per-

centile response time and cluster utilization. As seen above,

the accuracy of the QoS-guaranteed algorithm relies on the

computation of the inverse Laplace transform of LT (r)(s).
As is well-known, the numerical computation of an inverse

Laplace transform is an ill-posed problem. Thus, no single

method works for any inverse Laplace transform problem

(see Graf [4]). This is because in this case there is a singular

point that significantly affects the numerical computation of

an inverse Laplace transform. Many researchers have devel-

oped numerical solutions of inverting a Laplace transform

for the past a few decades as described in Graf [4]. In the

paper, we employed several different numerical methods

for inverting a given LT (s). If two or more methods can

reach consistent solutions, then we are confident that the

obtained numerical solutions for the inverse Laplace trans-

form are correct (see Gaver [3], Graf [4], Piessens [15], and

Stehfest [17]).

We implement the proposed algorithm. That is, we study

the priority-type service request job model shown in Figure

2. Let us still consider a four-station model. The values of

parameters cj , Nj , γ(r), ζj , and ζ are given in Table 1 for

j=1, 2, 3, and 4; r = 1 and 2.

Let us also select α = 0.67, CD = 600, T
(1)
D = 0.078,

T
(2)
D = 0.08, Λ(1) =75, Λ(2) =25, μ

(1)
1 = 58, μ

(1)
2 = 28, μ

(1)
3

= 35, μ
(1)
4 = 16, μ

(2)
1 = 9, μ

(2)
2 = 19, μ

(2)
3 = 11, and μ

(2)
4 = 5.

Also, let ψ(1)(dj) = 1.45log2 dj and ψ(2)(dj) = 1.56log2 dj

for j = 1, 2, 3, 4. Then, λ(1) = Λ(1)/α = 111.94 and

λ(2) = Λ(2)/α = 37.31.

According to our algorithm in Section 3, we calculate

the optimum numbers of d1, d2, d3, and d4 by using the

following steps.

We first start by solving for â(r) in the Step a of the

proposed QoS guaranteed algorithm. That is, we need to

find the values of â(r) to minimize F (t)|
t=T

(r)
D

such that

F (t)|
t=T

(r)
D

= F (T (r)
D ) ≥ 0.958, where F (T (r)

D ) is com-

puted by (5) and L(f
X

(r)
j

(t)) is the LST of f
X

(r)
j

(t) for j =

1, 2, 3, 4 given in (7) and (8). Thus, we get â(1) = 0.855,

â(2) = 0.91, Therefore, d
(1)
1 = 5, d

(1)
2 = 18, d

(1)
3 = 12,

d
(1)
4 = 51, d

(2)
1 = 11, d

(2)
2 = 4, d

(2)
3 = 8, and d

(2)
4 = 27.

Then, we use Step b of the above algorithm to compute:

a
(3)
1 = max{2.2706, 2.3387} = 2.3387,

a
(3)
2 = max{4.3933, 4.8444} = 4.8444,

a
(3)
3 = max{3.3666, 3.8755} = 3.8755,

a
(3)
4 = max{7.3645, 8.4778} = 8.4778.

Thus, d
(3)
1 = 5, d

(3)
2 = 19, d

(3)
3 = 13, and d

(3)
4 = 54.

By using Step c,we get dM
1 = 11, dM

2 = 19, dM
3 = 13,

and dM
4 = 54. We further choose dj = dM

j , and verify

that I =
∑3

j=1 cjdj = 573.1405 < CD. This means that

the optimum values are d1 = 11, d2 = 19, d3 = 13, and

d4 = 54, which ensures QoS-guaranteed services for multi-

ple customers.

Extensive numerical results point to the fact that the pro-

posed method provides an efficient way to calculate com-

puting resources required for the SLA assurance.

6 Conclusions and Future Work

Cluster computing has been an ideal parallel computing

paradigm used in solving large-scale scientific problems. In

an effort to maximize a service provider’s profit, it is com-

monplace and important to prioritize customer services in

favor of those who are willing to pay higher fees. We have

proposed an approach for priority-type resource allocation

in such a cluster computing environment, whereby we mini-

mize the total cost of computing resources allocated to mul-

tiple customers so that a given set of QoS requirements in-

cluding percentile of the response time and cluster utiliza-

tion is satisfied. We have further formulated the priority-

type resource allocation problem as an optimization prob-

lem subject to QoS constraints and develop the algorithm to

solve it, which is used to find the minimum values of com-

puting resources for the multiple customer service guaran-

tee through an illustrated example.

Moreover, our proposed QoS-guaranteed algorithm can

be extended to solve resource allocation for a multiple cus-

tomer service model whose cluster nodes are arbitrarily

linked as long as the defined link can be quantified. In addi-

tion, we only considered a percentile of response time and

cluster utilization in the SLA. Other metrics such as secu-

rity, availability, vulnerability, and reliability will be inves-

tigated in our future study.
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Table 1. The Values of Parameters cj , Nj , γ(r), ζj , and ζ

c1 c2 c3 c4 N1 N2 N3 N4 γ(1) γ(2) ζ1 ζ2 ζ3 ζ4 ζ
8 9 3 5 15 50 50 100 95.8 95.8 0.85 0.91 0.95 0.95 0.69
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