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Abstract— This paper studies the problem of resource man-
agement and placement for high performance clouds. It is
concerned with the three most important performance metrics:
response time, throughput, and utilization as Quality of Service
(QoS) metrics defined in a Service Level Agreement (SLA). We
propose SLA-based approaches for resource management in
clouds. Specifically, we first quantify the metrics of trustwor-
thiness, a percentile of response time, and availability. Then, this
paper provides the formulation of cloud resource management
as a nonlinear optimization problem subject to SLA require-
ments and further gives the solution of the problem. Finally,
we give a solution of this nonlinear optimization problem and
demonstrate the effectiveness of proposed solutions through
illustrative examples.

I. INTRODUCTION

Cloud computing has been one of the most successful
technologies in computer science and engineering for the past
few years. It has recently played in an extremely important
role in the development of science and engineering that is
closely and directly related to our daily life. Cloud computing
provides applications, platform and infrastructure as a service
and these services are referred to as infrastructure-as-a-
service (IaaS), software-as-a-service (SaaS), and platform-as-
a-service (PaaS) [34]. Cloud computing is used to increase
the sharing of computing resources and reduce the cost of
e-business services. It is done on a pay-per-use or charge-
per-use basis. More and more companies such as Amazon,
Google, Microsoft, and IBM are offering clouds to serve
a variety of services for business, research and education
nowadays [12].

Virtualization technology in cloud computing significantly
improves the performance and flexibility of computing sys-
tems but dramatically increases the vulnerability of cloud
services [31] and [32]. Cloud computing deploys services
in highly distributed environments. Services from different
cloud service providers at different locations are often fed-
erated into composite services subject to a Service-Level-
Agreement (SLA) [20]. The SLA defines QoS requirements
that cloud providers promise to offer and a price that cloud
users are willing to pay for received services. QoS usually
includes security, performance, and availability. These QoS
requirements are studied as follows.

In this paper, we consider typical SLA metrics (called QoS

metrics alternatively) and give their definitions according to
security, performance, and availability requirements.

Security can be categorized as identity security and behav-
ior security. Identity security includes data confidentiality,
data integrity, authentication, and authorization between a
customer and a service provider. Behavior security describes
the trustworthiness among multiple virtual and physical
resource sites and the trustworthiness of these resource
sites by customers including the trustworthiness of cloud
computing services or results provided by these sites. The
trustworthiness of cloud services is usually characterized as
trust. It is defined as a belief of cloud services that cloud
users received. It is often quantified as values ranging from
0 to 1. “0” means that cloud users do not trust cloud services
they received. Conversely, “1” means that cloud users 100%
trust cloud services they received

Furthermore, performance requirements are often associ-
ated with response time, throughput, and utilization, which
are defined as follows:
• Response time is the time for a service request to be

satisfied. That is, this is the time it takes for a service
request to be executed on the service provider’s multiple
resource sites [14], [28].

• Throughput is the service rate that a service provider
can offer. It is defined by the maximum throughput or
by the undergoing change of throughput with service
intensity.

• Utilization is the percentage of time that cloud resources
are utilized.

Finally, availability means that the information of a cloud
computing system is accessible to those who have been
authorized to have access at appropriate times. It is defined
as the percentage of time that cloud providers are able to
offer cloud services to cloud users. Certainly, there may be
many other requirements, for example, usability, adaptability,
scalability, and survivability. They will be similarly studied
like availability.

In this paper, we consider how to allocate sufficient com-
puting resources but not to over-provision these resources to
process and analyze audit logs for ensuring the guarantee of
an SLA, referred to as the SLA-based resource allocation
problem for high-performance cloud auditing. An SLA is



a contract negotiated and agreed upon between cloud users
and cloud providers. It defines Quality of Services (QoS) that
cloud providers promise to offer and a price that cloud users
are willing to pay for received services [36].

This paper gives a study of the SLA-based approaches
for resource management in high-performance cloud audit-
ing. We present our solution for the SLA-based resource
allocation problem in high-performance cloud auditing. This
paper is organized as follows. The SLA-based resource
management problem is given in Section II. Section III
gives an overview of the existing approaches for SLA-based
resource management. Section IV presents the solutions of
SLA-based resource management for cloud auditing. Finally,
we conclude our discussion and give future work in Section
V.

II. THE SLA-BASED RESOURCE MANAGEMENT
PROBLEM FOR CLOUD AUDITING

In this section, we consider resource management for
high-performance cloud auditing subject to SLA metrics
as discussed in Section I, referred to as the SLA-based
resource management for high-performance auditing [29].
The resulting SLA-based resource management problem is
defined later.

To ensure the security of cloud resources and the secure
delivery of cloud services, cloud auditing has become very
important and necessary. Audit logs are a chronological
sequence of computing system records. Auditing data will be
collected at different locations among multiple organizations
across different cloud service providers. Thus, it is necessary
to allocate resources for processing those cloud auditing data
efficiently and effectively [10].

In the SLA-based resource management [6] for high-
performance cloud auditing, we consider a cloud-computing
environment in which multiple cloud-service providers work
together to process cloud auditing data distributed in their
domains for cloud security and risk analysis. While collected
data can be from different locations, cloud service providers
are better and must collaborate each other to analyze those
data and maximize the findings of security and risk analysis.
As shown in Figure 1, there are m cloud sites or locations
in which cloud auditing data is collected and stored by
cloud service providers. In the SLA-based resource manage-
ment, these cloud service providers work together to offer
composite services for security and risk analysis under the
predefined QoS requirements and a price defined in an SLA.
Assume that these cloud service providers own N1, N2, · · · ,
and Nm physical, virtual, or both servers to offer services,
where integer m> 0. In this SLA-based resource management
problem for cloud service composition is to seek for positive
integers n1, n2, · · · , and nm from these cloud service providers
at m sites to ensure the guarantee of QoS requirements for
cloud services, where n j is less than or equal to N j for
j = 1,2, · · · ,m.

In this paper, we will specifically consider the problem
of how to manage cloud resources for analyzing audit logs
in a cloud computing system where VM audit logs are
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Fig. 1. Virtual Machine (VM) Resources for High-performance Cloud
Auditing

distributed in multilevel security servers across multiple
security domains as shown in Figure 1. In this figure, each
security domain has multiple VM clusters consisting of VM
audit logs that are distributed in multilevel security servers.
Our research question is how to allocate sufficient computing
resources but no over-provision for analyzing cloud audit
logs so that the SLA agreed between cloud providers and
users can be guaranteed. The above resource management
problem is called the SLA-based cloud/virtual resource
management problem (simply referred to as the SLA-based
resource management) for high-performance cloud auditing.
It will address the challenge of finding the minimal number
of virtual servers or machines (VMs) for ensuring QoS
requirements in high-performance cloud auditing.

III. RELATED WORK

In this section, we give an overview of existing approaches
for SLA-based resource management in a variety of comput-
ing systems including a cloud computing system.

Cloud computing is used to increase the sharing of com-
puting resources and reduce the cost of e-business services. It
is done on a pay-per-use or charge-per-use basis. The SLA-
based resource management for high-performance cloud au-
diting will play a key role in ensuring the security and
successful delivery of cloud services since more and more
companies such as Amazon, Google, Microsoft, and IBM are
offering clouds to serve a variety of services for business,
research and education nowadays.

As stated above, the SLA-based resource management
for high-performance cloud auditing will address the chal-
lenge of finding the minimal virtual resources to ensure
QoS requirements in cloud auditing data analysis and risk
management. QoS-based resource allocation has been exten-
sively studied (e.g., see [1], [3], [7], [10], [17], [21], [24],
[35]) where QoS metrics include response time, bandwidth,
cluster utilization, availability, or packet loss rate. In [3],
the resource allocation of the networks between a user and
data centers has been studied for the assurance of QoS
requirements. The end-to-end QoS includes an end-to-end
delay (i.e., response time). Chassot et al. only discussed and
measured the maximal, minimal and average values of the
response time. Optimizing static workload allocation based
on mean response time and mean miss rate has been studied
for multi-cluster computing systems in [17]. A price-based
job allocation scheme was proposed for grid systems in [8].



Moreover, while Martin and Nilsson [6] only measured the
average response time, Menasce and Casalicchio in [21]
considered the average response time in their model as well.
These QoS metrics can be estimated by using measurement
techniques [2], [3], [9], [18]. However, the SLA-based cloud
resource management problem is very new in the field. It has
been proven a very challenge and important problem [2], [3].

Among these QoS metrics, the calculation of response
time often becomes critical in solving the SLA-based cloud
resource management problem. Typically, response time is
taken into account through its mean in the literature. How-
ever, this may not be a meaningful quality of service as far
as the customer is concerned, who may be more interested
in a statistical bound of the response time. For instance, a
customer can request that 95% of the time its response time
should be less than a desired value. Martin and Nilsson [6]
measured the average response time of a service request. A
framework for service management in grid computing was
defined in [3], [21], but they did not provide a method for
calculating the probability distribution of the response time.
In order to compute a percentile of the response time one has
to first find the probability distribution of the response time.
This is not an easy task in cloud computing where there are
many virtual resources and there are many different types of
users.

As is seen above, the calculation of end-to-end QoS
metrics including a percentile of response time, bandwidth,
and service availability is very complicated. Hence, the above
SLA-based cloud resource management problem has been
proven very challenging. Our methodology for solving the
SLA-based resource management problem will be discussed
for high-performance cloud auditing in next section.

IV. THE SOLUTIONS OF THE SLA-BASED RESOURCE
MANAGEMENT PROBLEM AND THE PLACEMENT

PROBLEM FOR CLOUD AUDITING

In this section, we propose approaches for SLA-based
resource management for high-performance cloud auditing.

As is seen above, we have presented an SLA-based
resource management problem in high-performance cloud
auditing where we are required to calculate the number of
service resources required to ensure that QoS requirements
including performance, availability, and security are met
subject to a given fee. For example, the response time of
a service request meets the requirement of a predefined
percentile response time under a given fee. The SLA-based
resource optimization problem can be constructed by min-
imizing the total cost of service providers while satisfying
SLA guarantees. It will be formulated as a mathematical
minimization problem later.

Before a service is processed in cloud computing, a trust
server is responsible for selecting m clusters to execute the
service from a pool of clusters. In this section, we first use
a queueing network to model m VM clusters (called sites
alternatively in this paper since different clusters are typically
located in different sites) and formulate the SLA-based
resource management as a resource optimization problem.

Then, we demonstrate how to develop an algorithm to solve
the SLA-based resource optimization problem. Without any
confusion, we reuse m (0 < j ≤ m) as the number of VM
clusters necessary for processing a customer’s service job.
We only consider the case of single customer services in
this paper. Our discussion below can be easily extended to
the case of multiple priority customer services.

The objective of this research is to find the number of
servers n j from the pool of VMs in each VM cluster such
that QoS can be guaranteed. That is, the problem can be
formulated as:

min
n1,··· ,nm

m

∑
j=1

c jn j (1)

subject to QoS requirements where c j and n j are the op-
eration cost of a VM and the number of VMs required to
ensure QoS guarantee in high-performance cloud auditing,
respectively.

As we see, the objective function of the above problem
is linear, but QoS requirements are somewhat complicated.
Typically, these requirements are implicit and nonlinear with
respect to the number of VMs n j ( j = 1,2, ...,m). That is, the
above problem is usually nonlinear constrained optimization,
so it is difficult to solve. As an example, we consider trust-
worthiness, the percentile of response time and availability
in this paper since these two metrics are very important in
SLAs nowadays.

Trustworthiness of virtual resources and services: As
discussed before, “Trust” is used to deal with the notion of
the trustworthiness in behavior security. In this paper, trust
is defined as a firm belief in the competence of a virtual
resource such as a VM that acts as expected. It has been
extensively studied for a variety of computing systems in
the literature (e.g., see [4], [15], [25], [26]).

In this paper, we are only interested in the trustworthiness
of virtual resources from a customer’s perspective. Assume
that a trust manager is a trusted agent who represents
customers. The trust manager uses the collected trustworthy
information regarding the clusters to evaluate their security
behavior. We consider security behavior by modeling the
behavior trusts of all clusters, and quantify the trustworthi-
ness of these clusters using a rank and a threshold-based
approach. This approach is based on previous job completion
experience assessed by the trust manager and customers.
The assessment may also include the opinion of other trust
managers besides its own customer’s feedback in the case of
multiple security domains in which multiple trust managers
are needed. The domain of feedback is assumed to be the
interval: [0, 1]. Let r j(k) be the trust index of Cluster j at
time t = k.

The trust function describes the trustworthiness of clusters
monitored and updated by the trust manager. Therefore, the
trust function reflects a probabilistic security behavior of the
resource clusters from a customer’s perspective.

The percentile of response time. The response time is
the time it takes for a service request job to be executed
on the service provider’s cluster nodes and then sent its



completed job back to the customer. Let T be a random
variable representing the response time, and let fT (t) and
FT (t) be its probability and cumulative distributions pdf and
CDF, respectively. Also, let T D be the desired target response
time that a customer requests and agrees with its service
provider based on a fee paid by the customer. The statistical
bound on the response time can be expressed by

FT (t)|t=T D =
∫ T D

0
fT (t)dt ≥ γ (0≤ γ ≤ 1) (2)

which is called percentile response time. This means that
γ×100% of the time a service request job will be executed
in less than T D.

In the SLA-based cloud resource management problem,
we can model those m VM clusters as a queueing network.
Without loss of generality, we assume that the m VM clusters
are modeled as a tandem queueing network consists of m
stations numbered sequentially from 1 to m, each station
representing a VM cluster. Moreover, each cluster j is
modeled as a single FIFO queue served by n j identical
servers, each providing a service at the rate µ j. An infinite
server is used to model the propagation delay of the networks
among servers and users. Let Λ be the external arrival rate
to the infinite server, and let λ and λ j be the effective arrival
rates to the infinite server and station j ( j = 1,2, ...,m). The
notion of server here is defined as a service resource at each
VM cluster that processes users’ jobs. We assume that all
service times are exponentially distributed and the external
arrival to the trust server occurs in a Poisson fashion. The
trust server provides a service at the rate µ . Therefore, a
percentile of end-to-end response time for cloud services
can be subsequently derived by using the Laplace-Stieltjes
transform (simply referred to as the Laplace transform. See
[35] for details).

Availability: It is a critical metric in today’s computer
design (see Hennessy [11]). Brown and Patterson [5] used
an availability metric to describe variations in system quality
of service over time. It is defined by the response time of
a request service and the number of failures that can be
tolerated by a system. The former was discussed as above.
So, we only need to study the latter in this section. We
consider the percentage of time that a resource is “up” or
“down” as a metric, which is a traditional way to define
service availability.

Network availability data may be also found over the
Internet. For example, the University of Houston maintains
current and historical network availability, see [19].

The Solution of the SLA-based Resource Management
Problem with an Illustrative Example:

In this research, we adapt a decompose strategy to solve
the above SLA-based resource management problem for
high-performance cloud auditing. Specifically, we propose
the following procedure for obtaining the solution:

1) Select m resource sites within a predefined trust index
at time t = tk.

2) Solve for n j in the m-dimensional integer optimization
problem of (1) under the constraint of a percentile
response time of (2), and the constraint of service
availability:

Pj(n j, N j)≥ δ j% (3)

where T D is a desired response time defined by a
customer and δ j is a desired percentage of service
availability at site j. Furthermore, Pj(n j, N j) is the
service availability of cluster j in which n j out of N j
servers are in operation.

3) Update the trust indices of all m sites based on the
activity during the time interval [tk, tk +T D]. Then, the
trust manager decides if a completed job is accepted. If
each trust index at those selected sites which complete
the service job meet a predefined index value, then
the completed job is accepted. Otherwise, then the
completed job is discarded and the trust manager needs
to resubmit the job.

The above procedure is called the SLA-based approach.
As is seen, the procedure ensures the trustworthiness of
virtual resources, the percentile of response time, and service
availability step-by-step. Specifically, in this procedure, Steps
1 and 3 guarantee that cloud services are obtained from
reliable VMs and Step 2 ensures the guarantee of the
percentile of response time and service availability. It is a key
step among them. The constrained nonlinear optimization
problem in this step can be converted into non-constrained
nonlinear optimization based on the interior method.

Example: We study a case of ten VM cloud clusters
belonging to ten different cloud providers. We assume that
all cloud services need to be sequentially processed in seven
of ten VM clusters only, as depicted in Figure IV where let
us recall that Λ represents an arrival rate of cloud services.
That is, m = 7.
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Fig. 2. A Model Consisting of a Trust Server and Multiple Cloud Clusters
for Cloud Service Processing

In Steps 1 and 3 of the above procedure, we need to
constantly update the trust index of each service cluster. We
consider the discrete time t1, t2, ..., tk,... in an increasing order
(k = 1,2, · · · ,). For each cluster j, its trust index at time tk is
defined as a weighted sum of its trust index at time tk−1 and
a satisfactory ratio for services completed at time between
tk−1 and tk. The satisfactory ratio is equal to the number



of satisfactory services assessed by customers (i.e., through
customers’ feedback) divided by the total number of service
submissions from time tk−1 and tk.

Let us choose ξ = 0.6 and the trust index at time t1 is
listed in Table I.

Assume that r j(k) is uniformly distributed in [0.75, 1].
ri and r j are independent for any i 6= j (i, j = 1, · · · ,10).
Furthermore, we choose λ = 100, T D = 0.16, γ = 0.975,
µ = 200, and the service rates of these ten clusters are given
in Table II.

As discussed above, each VM cloud cluster is modeled
as a single queue in this proposed SLA-based approach.
This means that all low-capacity servers of each cluster is
regarded as a single high-capacity server in the queue. In this
example, we assume that the server scaling factor of cloud
cluster j is ψ(n j) = 1.5log2 n j , that is, the service processing
capacity of cloud cluster j with a server service rate of µ j is
approximated as that of the single server with a service rate
of ψ(n j)µ j. We also choose c j = 2, N j = 500, δ j = 99.999,
Î j = 0.95 ( j = 1, · · · ,10), and the server unavailable rates of
these ten clusters are listed in Table III.

A customer submits a service job at time t8 with tk+1−tk =
0.01 (k = 1,2 · · · ) and it requires two of these 5 resource sites
satisfying the predefined Î j for processing the job.

First, we generated Itk (k = 2,· · · ,5,· · · ,21) in Matlab. As
we see, sites 1, 2, 3, 4, 6, 7, 8, and 10 meet the trust
requirement at t = t8. Thus sites 2, 3, 4, 6, 7, 8, and 10 are
selected because they have the highest seven trust indices.

Then, we calculated a percentile of end-to-end response
time for cloud services by using the Laplace transform (see
[35]). Figure IV gives the cumulative distribution of response
time obtained from the proposed SLA-based approach for
cloud resource management. We further simulated the model
consisting of seven cloud clusters in Figure IV by using
Arena 7.01. The simulation results are considered as “exact”
since the simulation model is an exact representation of the
queueing network under study.

Moreover, we obtained that â(1) = 100, and the optimal
number of servers required for 99% of the response time
to be less than T D = 0.18 is shown in Table V. The exact
optimal number of servers, obtained by exhaustive search
using the simulation model, and assuming that each cluster
has the same utilization, or balanced utilization, is consistent
with the ones shown in Table V. We validated that they are
consistent with the result obtained by a brute force search
using the simulation model in Arena, and assuming that each
cluster has the same utilization, or balanced utilization.

Furthermore, we obtained the number of servers required
for 99.999% service availability in these seven clusters using
Step 2 of the above proposed procedure, as shown in Table V.
By doing the calculation in Step 3 of of the above proposed
procedure, we obtained the numbers of servers required for
the response time and service availability guarantees at these
seven clusters, respectively.

Finally, the trust manager needs to determine whether to
accept the job completed by sites 2, 3, 4, 6, 7, 8, and 10 when
it receives the completed job at t = t8+T D = t5+0.18 = t26.
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Fig. 3. The Cumulative Distribution of Response Time by the Proposed
SLA-based Approach

As is seen, these clusters meet the trust requirement at t = t26,
and consequently the job is accepted.

We have used the above ten-site example to demonstrate
how to apply our approach to solving the trust-based resource
provisioning problem.

As we know, most existing clouds do support SLA-based
services [8], [16], [22], [23], [30]. However, the solution
of cloud resource management has not been addressed very
well in existing literature [13], [27], [33]. It is not easy to
solve a resource management problem when we consider
all these constraints: trustworthiness, an end-to-end response
time, and service availability. This section demonstrated how
to apply our efficient algorithm to solve the trust-based
resource provisioning problem by using the above illustrative
example.

V. CONCLUSIONS AND FUTURE WORK

We have studied SLA-based resource management in
cloud computing where trustworthiness, percentile response
time, and availability are considered as our QoS metrics.
We have first proposed an approach for SLA-based re-
source management and provided an illustrative example to
demonstrate how the proposed approach is used for solv-
ing the SLA-based resource management problem in high-
performance cloud auditing. We have solved the SLA-based
resource management problem using an efficient numerical
procedure. Our numerical validations have showed that our
proposed algorithm has reached a good accuracy.
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TABLE III
THE SERVER UNAVAILABILITY RATES OF THE TEN CLUSTERS

Unavailable Rates η1 η2 η3 η4 η5 η6 η7 η8 η9 η10
Values 0.08 0.01 0.005 0.04 0.011 0.03 0.02 0.045 0.045 0.01

TABLE IV
THE TRUST INDICES OF THE TEN CLUSTERS AT TIMES t = t2, · · · , t5, · · · , t20, t21

Cluster 1 2 3 4 5 6 7 8 9 10
It2 0.8345 0.7442 0.6786 0.9558 0.7945 0.6668 0.8543 0.7983 0.5405 0.7885
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
It6 0.8863 0.8893 0.8965 0.8701 0.9235 0.8998 0.9183 0.5936 0.6845 0.9565
It7 0.8428 0.9335 0.9409 0.9514 0.8563 0.9455 0.9603 0.9465 0.7992 0.9435
It8 0.9305 0.9589 0.9656 0.9748 0.8854 0.9758 0.9621 0.9688 0.5858 0.9688
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
It25 0.8728 0.9215 0.9338 0.9182 0.8736 0.9326 0.9419 0.9546 0.6223 0.9235
It26 0.8923 0.9585 0.9802 0.9508 0.9206 0.9624 0.9798 0.9896 0.8888 0.9545

TABLE V
THE OPTIMAL NUMBER OF SERVERS

Cluster 2 3 4 6 7 8 10
#Servers necessary to ensure 99% response time 62 5 20 16 84 35 20
#Servers necessary to ensure 99.999% service availability 10 7 22 18 15 23 10
#Servers necessary to ensure these two SLA metrics 62 7 22 18 84 35 20


